show relative populations as a function of the hold time and derive lifetimes as $\tau$ almost equal to 1 s, 0.5 s, and 0.2 s for the $n = 3$, $n = 4$, and $n = 5$ MI phases, respectively (Fig. 4); this is shorter than predicted, which is possibly due to secondary collisions. For $n = 1$ and $n = 2$, lifetimes of over 5 s were observed.

We expect that this method can be used to measure the number statistics as the system undergoes the phase transition. One would expect that the spectral peaks for higher occupation number become pronounced only at higher lattice depths; an indication of this can be seen already in Fig. 1. For low lattice depths, the tunneling rate is still high, but one can suddenly increase the lattice depth; an indication of this can be seen already in Fig. 1. For low lattice depths, the tunneling rate is still high, but one can suddenly increase the lattice depth and freeze in populations (19), which can then be probed with high-resolution spectroscopy. Fluctuations in the atom number could be important for the implementation of MI shells, unless the collisional lifetime of the upper state of the clock transition sets a severe limit to the pulse duration. 

Note added in proof: After submission of this work, the vertical profile of an $n = 2$ MI shell was obtained by using spin-changing collisions and a magnetic resonance imaging technique (21).
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Evidence for a Past High-Eccentricity Lunar Orbit
Ian Garrick-Bethell,* Jack Wisdom, Maria T. Zuber

The large differences between the Moon’s three principal moments of inertia have been a mystery since Laplace considered them in 1799. Here we present calculations that show how past high-eccentricity orbits can account for the moment differences, represented by the low-order lunar gravity field and libration parameters. One of our solutions is that the Moon may have once been accreted close to the Earth and migrated outwards in a synchronously locked low-eccentricity orbit. During the early part of this migration, the Moon was cooling and continually subjected to tidal and rotational stretching. The principal moments of inertia $A < B < C$ of any satellite are altered in a predictable way by deformation due to spin and tidal attraction. The moments are typically characterized by ratios that are easier to measure, namely, the libration parameters $\beta = (C - A)/B$ and $\gamma = (B - A)/C$, and the degree-2 spherical-harmonic gravity coefficients $C_{20} = (2C - B - A)/(2M^2)$ and $C_{22} = (B - A)/(4Mr^2)$, where $M$ and $r$ are the satellite mass and radius. Of these four values $\beta$, $\gamma$, and $C_{20}$ can be taken as independent. Using the ratio $(C - A)/A$, Laplace was the first to observe that the lunar moments are not in equilibrium with the Moon’s current orbital state (I). He did not, however, address the possibility of a “fossil bulge,” or the frozen remnant of a state when the Moon was closer to the Earth. Sedgwick examined the lunar moments in 1898, as did Jeffreys in 1915 and 1937, and both authors effectively showed that $\beta$ is too large for the current orbit, suggesting that the Moon may carry a fossil bulge (2–5). However, Jeffreys showed that the fossil hypothesis might be untenable because the ratio of $\gamma/\beta = 0.36$ does not match the predicted ratio of 0.75 for a circular synchronous orbit (equivalently, $C_{20}/C_{22} = 9.1$, instead of the predicted ratio of 3.33). Indeed, using data from (6), none of the three independent measures of moments represent a low-eccentricity synchronous-orbit hydrostatic form; $C_{20} = 2.034 \times 10^{-4}$ is 22 times too large for the current state, and $\beta = 6.315 \times 10^{-4}$ and $\gamma = 2.279 \times 10^{-4}$ are 17 and 8 times too large, respectively (7, 8).

The inappropriate ratio of $\gamma/\beta$ or $C_{20}/C_{22}$ has led some to dismiss the fossil bulge hypothesis as noise due to random density anomalies (9, 10). However, the power of the second-degree harmonic gravity field is anomalously high when compared to the power expected from back extrapolating the power of higher harmonics (7, 11). This suggests that the bulge may be interpreted as a signal of some process. Degree-2 mantle convection has been proposed as a means of deforming the Moon (12, 13), but the dissimilarity of all three principal moments violates the symmetry of any simple degree-2 convection model (12). The Moon’s center-of-mass/center-of-figure offset influences the moment parameters slightly, but that problem is geophysically separate and mathematically insignificant to the degree-2 problem (8, 14).

Because $C_{20}$ is due primarily to rotational flattening, and $C_{22}$ is due to tidal stretching, the high $C_{20}/C_{22}$ ratio seems to imply that the Moon froze in its moments while rotating faster than synchronous. However, in such cases no constant face would be presented to the Earth for any $C_{22}$ power to form in a unique lunar axis. This apparent dilemma can be avoided by considering that in any eccentric orbit with an orbit period to spin period ratio given by $n_2$, with $n = 2, 3, 4, \ldots$, the passage through pericenter results in higher $C_{22}$ stresses throughout a single elongated axis (hereafter called the pericenter axis). When the stresses experienced over one orbit period are time-averaged, the highest stresses
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Higher average stresses can form a $C_{22}$ semipermanent bulge through the pericenter axis because higher stresses lead to increased strain rate. Therefore, for lunar material having both viscous and elastic properties (e.g., approximated as a Maxwell material), any higher time-averaged stresses will accumulate as higher strains, as long as the material’s relaxation time is substantially longer than the period of the orbit. Because the young lunar surface must at some point cool from a liquid to a solid, it will certainly pass through a state in which the relaxation time exceeds the orbit period. This pericenter axis deformation process will also take place for a high-eccentricity synchronous orbit, where strong librational tides move the location of the $C_{22}$ bulge over the lunar sphere, but on average the pericenter axis still attains the highest stresses.

Eventually, a semipermanent bulge that is stable on time scales of the lunar orbit must be made permanent over billions of years. The lithosphere’s ability to support degree-2 spherical harmonic loads for $>1$ billion years is well established by theoretical calculations (15), and the overcompensation of large-impact basins suggests that the Moon has supported substantial lithospheric loads from an early time (16). The transition between the state of short and long relaxation time must also happen relatively quickly for the shape to record a particular orbital configuration. Recent isotope studies have indicated that the lunar magma ocean crystallized about 30 to 100 million years after lunar formation (17), and Zhong and Zuber showed that a degree-2 lunar magma ocean crystallized about 30 to 200 million years after the Earth (18). With a current Earth potential Love number of $C_{16}/C_{20} = 0.2$, the observed values of $C_{16}/C_{20}$ are $>2$% or $<40$% (18). With a current Earth potential Love number of $C_{16}/C_{20} = 0.2$, the observed values of $C_{16}/C_{20}$ are $>2$% or $<40$% (18). The parameter $X_{i,j,k}(e)$ is the eccentricity-dependent Hansen function that arises from time averaging the orbit (21). A 1:1 resonance is represented by $p = 2$ and $q = 2$, whereas 3:2 and 2:1 resonances are represented by $p = 2$, $q = 3$, and $p = 2$, $q = 4$, respectively. The instantaneous potentials are recovered by replacing $a$ with $R_i$ and $X_{i,j,k}(e)$ with $\cos(2f - 2\omega)$, where $f$ is the true anomaly, $\omega$ is the lunar rotational velocity, and $i$ is the time since passage of pericenter. The rotational potentials in the principal axes can be written (18)

$$U_{i,\hat{r}} = U_{i,\theta} - \frac{1}{2}U_{i,\hat{r}} = -\frac{1}{6}\hat{e}\omega^2\hat{r}^2$$

The lunar bulge due to these potentials can be expressed by $r_{\hat{r},\hat{b},\hat{b}} = -h_3(U_{i,\hat{r}}/Gm)$, where $h_3$ is the lunar secular displacement Love number, and $m$ is the lunar mass (22). Without better constraints, we approximate the young Moon as a strengthless homogeneous body, for which $h_3 = 1/2$. After summing the centrifugal and tidal potentials, we may obtain $r_{\hat{r},\hat{b},\hat{b}}$ for any orbit. Given the moment relations $A \propto r_3 + r_4^2$, $B \propto r_4^2 + r_5^2$, $C \propto r_4^2 + r_5^2$, the gravity harmonic $C_{20} = (r_3 - 1/2(r_3 + r_4))/5\hat{r}^2$ (23), and the definitions of $\beta$ and $\gamma$ given previously, we obtain for a 3:2 resonance

$$C_{20} = \frac{Mr^3}{ma^3} \left(-\frac{1}{2}X_{-3,0,0}(e) - 11/8\right)$$

$$\beta = \frac{5/2}{Mr^3/ma^3} \left(1/2X_{-3,0,0}(e) + \frac{3}{4}X_{-3,2,2}(e) + 11/8\right)$$

$$\gamma = 15/4 \frac{Mr^3}{ma^3} X_{-3,2,2}(e)$$

Similarly, for synchronous rotation, we obtain

$$C_{20} = \frac{Mr^3}{ma^3} \left(-\frac{1}{2}X_{-3,0,0}(e) - 3/4\right)$$

$$\beta = \frac{5/2}{Mr^3/ma^3} \left(1/2X_{-3,0,0}(e) + \frac{3}{4}X_{-3,2,2}(e) + 3/4\right)$$

$$\gamma = 15/4 \frac{Mr^3}{ma^3} X_{-3,2,2}(e)$$

These equations approximate the tidal and rotational effects for nonchanging orbits of arbitrary eccentricity. We searched the $a$-$e$ space of Eqs. 3 and 4 to find minimum-error solutions to the observed values of $\beta$, $\gamma$, and $C_{20}$. For synchronous rotation we find one solution at $a = 22.9$ $r_\text{E}$, $e = 0.49$, and for 3:2 resonance we find two solutions at $a = 24.8$ $r_\text{E}$, $e = 0.17$, and $a = 26.7$ $r_\text{E}$, $e = 0.61$. One means of visualizing how closely these solutions match the observed values is to plot the $a$-$e$ solutions for each parameter in $a$-$e$ space (Figs. 1 and 2). For a Moon frozen instantaneously into the average potentials of a given orbit, the values of the solution curves of $\beta$, $\gamma$, and $C_{20}$ will intersect at a single point. The insets in Figs. 1 and 2 show that the calculated solutions intersect quite near each other. That is, the Moon’s observed moments closely satisfy a specific set of orbital constraints on the value of $\beta$, $\gamma$, and $C_{20}$. To see this effect more clearly, imagine, for example, that the value of the observed $C_{20}$ was smaller by 20%, i.e., closer to producing the value of 3.33 for the ratio $C_{20}/C_{22}$. In this case the curves would no longer intersect so closely, and the results would be more inconclusive (Fig. 1). Currently, altering either $\beta$ or $C_{20}$ by about 2%, or $\gamma$ by 8%, will bring the lines into a perfect intersection, a much smaller difference than the discrepancies discussed in the first paragraph.

The Moon may have relaxed somewhat since freeze-in, but because $\beta$, $\gamma$, and $C_{20}$ would have relaxed equally, the observed solution would merely be a horizontal displacement in semimajor axis from an earlier three-way intersection. For example, Fig. 2 shows a 3:2 resonance solution for the values of $2\beta$, $2\gamma$, and $C_{20}$ (a = 19.6 $r_\text{E}$, $e = 0.17$, i.e., if the current values of $2\beta$, $2\gamma$, and $C_{20}$ were 20%). More generally, the Moon need not have frozen instantaneously to produce the moments we observe. The average of the values of $\beta$, $\gamma$, and $C_{20}$ for any two solutions in $a$-$e$ space produces a valid third solution, so that an evolving orbit may produce not a single true fossil, but a combination (14, 24). For example, in the case of 3:2 resonance, if the Moon started freezing its figure at $a = 23$ $r_\text{E}$, $e = 0.2$, the observed values of $\beta$, $\gamma$, and $C_{20}$ would be higher by a factor of 1.28, 1.43, and 1.27, respectively. Later, if the Moon evolved to an orbit at $a = 27$ $r_\text{E}$, $e = 0.12$, and completed its
freeze-in there, we would have at that location $0.73\beta$, $0.57\gamma$, and $0.78C_{20}$ (Fig. 2). These final and initial parameters average very close to the observed values, but they are not uniformly lower by a single factor, as would be expected for parameters changed by relaxation alone.

Therefore, the requirement that the Moon changed rapidly from a state of short relaxation time to long relaxation time is not a stringent one. Combining relaxation and multiple averages over an evolving orbit, a rich history is permitted by the single observed solution.

We also find solutions for $2:1$ resonance at $a = 28.6 \, r_E$, $e = 0.39$, and $a = 29.0 \, r_E$, $e = 0.52$. No one solution for any orbital state is better constrained over the others by the values $\beta$, $\gamma$, and $C_{20}$. However, we may interpret which state is more likely in the context of what we presently know about the orbital evolution of the Moon and Mercury. Past high-eccentricity orbits for the Moon have been considered possible for some time (22, 25), and it is interesting to note that the Moon’s eccentricity is the highest of all solar system satellites with radius $> 200\, km$. In general, torques on a satellite from tides raised on the primary body will increase eccentricity, whereas energy dissipation in the satellite due to tides raised by the primary body will decrease eccentricity. Peale gives an expression for the energy dissipation rate in a low-eccentricity synchronous orbit (26), but there are no readily available expressions for orbits with higher-order resonances. Deriving new expressions and interpreting plausible orbital histories are not possible in the limited space here, but we note that for any combination of $e$, $k$, and $Q$ of the Earth and Moon, there will be a critical initial eccentricity above which eccentricity may start to increase. Touma and Wisdom have also studied in detail the process by which a synchronously rotating Moon can be excited into high eccentricity ($e = 0.5$) at $a = 4.6 \, r_E$, in a resonance known as the evection (27). Numerical models of lunar accretion give initial eccentricities that range from 0 to 0.14 (28).

It has long been considered that the Moon may have passed through resonances higher than synchronous (22, 29, 30), and it is believed that Mercury passed through resonances higher than 3:2 (29, 31). Among the solar system satellites, the Moon has one of the highest capture probabilities into 3:2 resonance (30). Formation by giant impact would leave the Moon to form near $4 \, r_E$ (28), where synchronous orbital periods would be greater than 10 hours. The initial spin period of the Moon may be as low as 1.8 hours before reaching rotational instability (30), leaving open the possibility of sufficient angular momentum to permit greater than synchronous resonances.

The probability of capture into resonance generally decreases with the order of the resonance (29), so capture in the 3:2 resonance is more likely than the 2:1 resonance. As for the high-$e$ solutions for synchronous rotation and 3:2 resonance, these orbits dissipate energy faster and would change orbital parameters faster than their low-$e$ counterparts. The low-$e$ 3:2 solution may therefore have the slowest evolving orbit, which may be more compatible with freeze-in. The $k$ and $Q$ values for the very young Moon and Earth, possible formation of the Moon nearer the evection point, and variations in initial eccentricity all affect the probability of achieving a 3:2 resonance. In any case, the Moon must have eventually escaped any past 3:2 state, possibly through eccentricity
Smoke and Pollution Aerosol Effect on Cloud Cover

Yoram J. Kaufman1 and Ilan Koren2*

Pollution and smoke aerosols can increase or decrease the cloud cover. This duality in the effects of aerosols forms one of the largest uncertainties in climate research. Using solar measurements from Aerosol Robotic Network sites around the globe, we show an increase in cloud cover with an increase in the aerosol column concentration and an inverse dependence on the aerosol absorption of sunlight. The emerging rule appears to be independent of geographical location or aerosol type, thus increasing our confidence in the understanding of these aerosol effects on the clouds and climate. Preliminary estimates suggest an increase of 5% in cloud cover.

Aerosol particles originating from urban and industrial pollution or smoke from fires have been shown to affect cloud microphysics, cloud reflection of sunlight to space, and the onset of precipitation (1, 2). Delays in the onset of precipitation can increase the cloud lifetime and thereby increase cloud cover (3, 4). Research on the aerosol effect on clouds and precipitation has been conducted for half a century (5). Although we well understand the aerosol effect on cloud droplet size and reflectance, its impacts on cloud dynamics and regional circulation are highly uncertain (3, 5–9) because of limited observational information and complex processes that are hard to simulate in atmospheric models (10, 11). Indeed, global model estimates of the radiative forcing due to the aerosol effect on clouds range from 0 to ~5 W/m². The reduction of this uncertainty is a major challenge in improving climate models.

Satellite measurements show strong systematic correlations among aerosol loading, cloud cover (12), and cloud height over the Atlantic Ocean (13) and Europe (14), making the model estimates of aerosol forcing even more uncertain. However, heavy smoke over the Amazon forest (15) and pollution over China (16) decrease the cloud cover by heating the atmosphere and cooling the surface (17) and may balance some of this large negative forcing. Global climate models also show a reduction in cloud cover due to aerosol absorption (τ_abs) outside (18) and inside the clouds (19). In addition, the aerosol effect on slowing down the hydrological cycle by cooling parts of the oceans (1) may further reduce cloud formation and the aerosol forcing. Understanding these aerosol effects on clouds and climate requires concentrated efforts of measurement and modeling of the effects.

There are several complications to devising a strategy to measure the aerosol effect on clouds. Although clouds are strongly affected by varying concentrations of aerosol particles, they are driven by atmospheric moisture and stability. Local variations in atmospheric moisture can affect both cloud formation and aerosol humidification, resulting in apparent correlations between aerosol column concentration and cloud cover (12, 13, 20).

In addition, chemical processing of sulfates in clouds can affect the aerosol mass concentration for aerosol dominated by sulfates.

We attempt to address these issues by introducing an additional measurement dimension. We stratified the measurements of the aerosol effect on cloud cover as a function of τ_abs of sunlight, thus merging in one experiment both the aerosol enhancement and inhibition of cloud cover. Because the concentration of the absorbing component of aerosols is a function of the aerosol chemical composition, rather than aerosol humidification in the vicinity of clouds, this concentration can serve as a signature for the aerosol effect on clouds. A robust correlation of cloud cover with aerosol column concentration and τ_abs in different locations around the world can strengthen the quantification of the aerosol effect on cloud cover, though a direct cause-and-effect relationship will await detailed model simulations.

Table 1. Slopes and intercepts of Δf /Δlnτ versus τ_abs (Fig. 3A) for the complete data set (All data), continental data dominated by air pollution aerosol, coastal stations, and stations dominated by biomass burning. Results are given for (i) absolute change of the independent cloud fraction Δf with the optical depth Δf /Δlnτ and for (ii) partial change Δf /Δlnτ from a multiple regression of Δf with lnτ and total precipitable water vapor.

<table>
<thead>
<tr>
<th>Slope versus τ_abs</th>
<th>Intercept for τ_abs = 0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Δf /Δlnτ</td>
<td>Δf /Δlnτ</td>
</tr>
<tr>
<td>All data</td>
<td>−3.5</td>
</tr>
<tr>
<td>Continental</td>
<td>−3.2</td>
</tr>
<tr>
<td>Coastal</td>
<td>−3.4</td>
</tr>
<tr>
<td>Biomass</td>
<td>−4.0</td>
</tr>
</tbody>
</table>
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