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1. Introduction

At the end of August 2006, The Mars Reconnaissance Orbiter (MRO) mission began collecting tracking data for the radio science gravity investigation (Zuber et al., 2007), and has acquired more than 2 years of global gravity data. The lower altitude of the MRO spacecraft (255 km periapse) enables a higher resolution gravity field model determination than previous models (Smith et al., 1999a; Lemoine et al., 2001; Yuan et al., 2001; Konopliv et al., 2006; Marty et al., 2009) based upon the higher altitude MGS and Odyssey orbits. These previous spherical harmonic solutions are determined to at most degree 95 (spatial resolution = 112 km), but the global resolution, defined as the degree where the average coefficient magnitude equals the uncertainty, is limited to about degree 70 (spatial resolution = 152 km) due to the approximate 400 km altitude of MGS and Odyssey.

Several new global gravity solutions have been determined at JPL using the MRO tracking data by building on the previous MGS and Odyssey gravity solution MGS95J (Konopliv et al., 2006). The first solution, MRO95A to degree and order 95, uses the first year of MRO tracking data through August 2007 in combination with the entire MGS data set through September 2006 (contact with MGS was lost in November 2006), and Mars Odyssey data to the same end time as MRO. The second solution set, MRO110B and MRO110B2 to degree and order 110, uses more than an additional year of MRO and Mars Odyssey tracking data through October 2008. The newer MRO95A, MRO110B, MRO110B2 models have a resolution of near degree 85 and 90 (or 120 km at the surface), respectively. These JPL models are archived with the Planetary Data System (PDS) Geosciences Node (www.pds.wustl.edu) under the MRO gravity science archive.

The time variations of the zonal gravity coefficients due to the CO₂ seasonal mass exchange between the southern and northern caps has been modeled based upon Mars global circulation models (GCM) and Odyssey neutron data (Smith et al., 1999b; Karatekin et al., 2005; Sanchez et al., 2006), and measured with MGS and Mars Odyssey tracking data (Smith et al., 2001a, 2009; Yoder et al., 2003; Balmino et al., 2005; Konopliv et al., 2006; Marty et al., 2009). Here, we give an updated solution to the seasonal gravity variations for a combination of even zonals (as represented by $J_2$) and odd zonals (as given by $J_3$) based only upon the MGS and Mars Odyssey tracking data. The MGS and Odyssey odd zonal solution is compared extensively to GCM predictions and Odyssey neutron data. Reasonable recovery of seasonal gravity of any zonal coefficients from MRO tracking data has not been successful with current spacecraft modeling assumptions.

The measurement of the solar tide from the MGS tracking data indicates an outer liquid Mars core (Yoder et al., 2003, $k_2 = 0.153$). Subsequent studies have indicated a slightly larger Love number...
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Fig. 1. The geodetic mapping altitude of all three Mars orbiters. As was the case
with Mars Odyssey (see Konopliv et al., 2006), MRO was tracked for a brief period
before mapping with an altitude below the mapping altitude. The actual observa-
tions occur in the northern hemisphere but with slightly larger data noise (0.1 mm/
s) due to the small Sun–Earth–Mars angle.
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Fig. 2. DSN 2-way Doppler residual noise for each data arc for each spacecraft as
a function of the Sun–Earth–Mars angle. The Doppler data RMS are shown for 10-s
samples. An additional RMS is shown for mostly 4-s MRO Doppler data normalized
to 10-s that removes the majority of the high frequency periodic signature. Mars
Odyssey displays the highest quality Doppler data. The higher MGS data noise was
in part caused by HGA jitter and the same may be true for MRO.
3. Spacecraft force models

In order to recover the Mars gravity field and orientation, all the nonconservative forces acting on each spacecraft must be modeled accurately. The three major force models that limit long wavelength and temporal gravity recovery are atmospheric drag (e.g., MaIZarico et al., 2007, 2009), solar radiation pressure, and spacecraft thruster to despin or desaturate the angular momentum (You et al., 2007), and an energy balance calculation for the solar panel reflectivity coefficients accounts for thermal reradiation on the solar panel backside. For this reason, the MRO model specular and diffuse coefficients are not estimated. An overall scaling factor for the solar pressure force (nominally 1.0) and two small (~2%) corrections for the directions normal to the Mars–Sun line are estimated for all three spacecraft for each data arc. As was done previously for MGS95 (Konopliv et al., 2006), Mars Odyssey and MRO solar pressure model adjustments are made to account for self-shadowing between spacecraft components (Mazarico et al., 2008). Areas of all spacecraft components are continuously adjusted during each orbit to account for shadows due to the solar panels and HGA on all other components. Shadowing on MGS is minimal.

Another aspect of the solar pressure model not previously understood appears to be the contribution of the atmospheric dust. The opacity due to Mars dust has significantly reduced the solar energy, for example, of the Mars Exploration Rovers, and also seems to significantly reduce the solar flux of Mars Odyssey as it passes near the limb of Mars. Due to the near face-on orbit as seen from the Sun, Mars Odyssey at times has an extended grazing occultation with the lower Mars atmosphere. The dust of Mars is known to extend at times to 80 km in the atmosphere (Clancy et al., 2008; Kahn et al., 1992), and dust is often collected in the equatorial band of Mars (Smith et al., 2001c; see also http://tes.asu.edu/monitoringmars/index.html). The inclination of the orbit relative to the plane-of-sky (or plane normal to the Sun or Earth directions) of all three spacecraft is shown in Fig. 3 (180° is face-on, 90° is edge-on). Only Mars Odyssey experiences the grazing occultation, and the effect is negligible for MGS and MRO. The minimum altitude of the ray path from the Sun and latitudes of the occultations, when they occur relative to an ellipsoid of the Mars surface, are shown for Mars Odyssey in Fig. 4.

The effect of the dust on Mars Odyssey is evident in the solution for periodic once per orbit accelerations in the orbit normal direction. In the MGS95 solution, these accelerations were used to absorb anomalous forces at a level of 2 \times 10^{-12} \text{km/s}^2, but are no longer used when corrections are made for dust (as for MRO110B). However, to show the effect of dust, the force solutions for each data arc are shown in Fig. 5 for two cases: the solutions with no correction for atmospheric dust, and solutions correcting for the dust by adjusting the solar pressure model with the spacecraft in shadow for the first 40 km above the Mars surface (i.e., increase the duration of solar occultation). Anomalous accelerations are evident for the times associated with grazing occultations near the Mars equator (10°N) on about March 1, 2004 and January 1, 2006, are small for the mid-latitude (25°N) occultation on November 1, 2007, and are not at all evident for the higher latitude occultations near 60°N. These times show moderate dust as displayed by the Mars Global Surveyor Thermal Emission Spectrometer (TES) dust
The atmospheric dust also has a dramatic effect on the Mars Odyssey Love number solution, which is driven by the secular change in orbit inclination (Yoder et al., 2003). The solar tide causes an orbit normal acceleration different from the periodic signatures of Fig. 5, and it is directly affected by the predominately orbit normal solar pressure force. Fig. 6 shows the Love number solutions for each arc for no shadowing due to dust and with shadowing from dust to 40 km altitudes. In both cases, a once per rev periodic normal acceleration is also estimated. The dramatic decrease in Love number values is evident at the same grazing occultation times and also a smaller effect near November 1, 2008. This accounts for previously low Mars Odyssey Love number solutions as discussed below.

The atmospheric drag model uses density values from the Mars-GRAM 2000 model (Justus et al., 1996) with minor changes as in previous results (Konopliv et al., 2006). For the global gravity solution, an overall scale factor for the drag acceleration is estimated once per arc and variations in drag over the arc absorbed with a spacecraft drag coefficient that is estimated as white noise with 100% uncertainty four times per orbit. The later is essential for removing systematic signatures in the MRO Doppler data due to higher drag forces in the lower altitude orbit. As with the solar pressure model, the drag model includes shadowing of the solar panels and HGA on the bus for the MRO and Mars Odyssey spacecraft. The MRO effect is more significant (see Mazarico et al., 2009).

The time between momentum wheel desaturations for MGS occurred about four or five times per day until September 2001, and afterwards they occurred once or twice per day. In the MGS95J model, the MGS AMDs were converted to model each thruster pulse similar to Mars Odyssey. However, an estimated impulsive burn at the midpoint of the AMD with a large a priori uncertainty (5 mm/s) was required to absorb errors in the AMD model.
Since the development of MGS95J, the AMD model for MGS has been improved using adjustments for thruster number 2 and its impingement on the HGA. Fig. 7 shows the solutions for the AMD thrust direction for pulses involving thruster number 2 as a function of the elevation of the HGA and for azimuth angles less than 100°. These new directions and magnitudes were obtained by adding the reconstructed impulsive burn estimate to the a priori AMD thrust estimate. The AMD nominal thrust direction is along the spacecraft z-axis. For HGA elevation angles near -40°, the thrust is significantly deflected from the nominal z-direction (mostly along the y-axis), and the magnitude is reduced by about 10%.

Using a table lookup of thrust direction and magnitude based upon azimuth and elevation of the HGA, we can now use tighter a priori constraints on the MGS AMD impulsive burn model of 0.5 mm/s.

The Mars Odyssey AMDs occur once per day, except for a brief period during 2006 and most of 2008 when AMDs occurred every two days. Mars Odyssey reconstructed thruster magnitudes and directions also show dependence on the thruster pair used and variation over the mission, but the cause of the variation has not yet been determined. The Odyssey AMDs are uncoupled (i.e. thrust does not nominally sum to zero) and impart a delta-v to the spacecraft of about 2–4 mm/s. The a priori constraint applied to the impulsive burn correction for each AMD is 0.5 mm/s. The MRO AMDs happened every day for the first few months of the mission, and afterwards have occurred every two days. The nominal magnitude of the MRO AMDs is 1–2 mm/s, and the a priori constraint on the impulsive burn correction at the center of the AMD is 0.3 mm/s.

Fig. 6. The Mars Odyssey solutions for each data arc for the Mars k₂ Love number for the same two cases as in Fig. 5. The periodic acceleration is also estimated together with the Love number. Thus the periodic acceleration model does not remove spurious solutions for k₂, but accounting for dust shadow does.

Since the development of MGS95J, the AMD model for MGS has been improved using adjustments for thruster number 2 and its impingement on the HGA. Fig. 7 shows the solutions for the AMD thrust direction for pulses involving thruster number 2 as a function of the elevation of the HGA and for azimuth angles less than 100°. These new directions and magnitudes were obtained by adding the reconstructed impulsive burn estimate to the a priori AMD thrust estimate. The AMD nominal thrust direction is along the spacecraft z-axis. For HGA elevation angles near -40°, the thrust is significantly deflected from the nominal z-direction (mostly along the y-axis), and the magnitude is reduced by about 10%.

Using a table lookup of thrust direction and magnitude based upon azimuth and elevation of the HGA, we can now use tighter a priori constraints on the MGS AMD impulsive burn model of 0.5 mm/s.

The Mars Odyssey AMDs occur once per day, except for a brief period during 2006 and most of 2008 when AMDs occurred every two days. Mars Odyssey reconstructed thruster magnitudes and directions also show dependence on the thruster pair used and variation over the mission, but the cause of the variation has not yet been determined. The Odyssey AMDs are uncoupled (i.e. thrust does not nominally sum to zero) and impart a delta-v to the spacecraft of about 2–4 mm/s. The a priori constraint applied to the impulsive burn correction for each AMD is 0.5 mm/s. The MRO AMDs happened every day for the first few months of the mission, and afterwards have occurred every two days. The nominal magnitude of the MRO AMDs is 1–2 mm/s, and the a priori constraint on the impulsive burn correction at the center of the AMD is 0.3 mm/s.
4. Method

The JPL Orbit Determination Program [ODP, see Moyer (1971)] was used to process the DSN tracking data (Moyer, 2000) and determine the Mars gravity field and related parameters using a square root information weighted least squares filter (Lawson and Hanson, 1995; Bierman, 1977). A parallelized version of the software processed over 18 million observations with a span of 32 years and estimated over 12,000 parameters using a 44-node Linux cluster. The same ODP software, techniques and similar force and measurement models were used in previous Mars studies [for additional details see Yuan et al. (2001) and Konopliv et al. (2006)].

The tracking data of each spacecraft are divided into separate time intervals or data arcs of about 4–6 days in length and processed individually with the ODP. For each data arc, there are local parameters that are estimated only for that data arc such as spacecraft position and velocity, drag acceleration scale factor, coefficients of drag, solar pressure acceleration scale factor in three directions, periodic empirical accelerations, AMD instantaneous burn corrections, and range and 3-way Doppler (receive station craft position and velocity, drag acceleration scale factor, coefficients that are estimated only for that data arc such as spacecraft position and velocity, drag acceleration scale factor in three directions, periodic empirical accelerations, AMD instantaneous burn corrections, and range and 3-way Doppler (receive station craft position and velocity, drag acceleration scale factor, coefficients of drag, solar pressure acceleration scale factor in three directions, periodic empirical accelerations, AMD instantaneous burn corrections, and range and 3-way Doppler (receive station craft position and velocity, drag acceleration scale factor, coefficients of drag, solar pressure acceleration scale factor in three directions, periodic empirical accelerations, AMD instantaneous burn corrections, and range and 3-way Doppler (receive station craft position and velocity, drag acceleration scale factor, coefficients of drag, solar pressure acceleration scale factor in three directions, periodic empirical accelerations, AMD instantaneous burn corrections, and range and 3-way Doppler (receive station)

\[ U = k_2 \frac{GM_p}{r^3} \left[ \frac{3}{2} (r \cdot r_p)^2 - \frac{1}{2} \right], \]

where \( M_p \) is the mass of the perturbing body causing the tide, and \( R \) is equatorial radius of the central body. With a tide lag angle introduced, the tide causes the second degree and second order coefficients to have time varying components as follows for normalized values (e.g., Eanes et al., 1983)

\[ \Delta \sigma_22 = k_{22} \sqrt{\frac{3}{20} \frac{GM_p}{r^3}} \cos^2 \phi_p \cos(2 \theta_p + \delta_2), \]

\[ \Delta \sigma_32 = k_{22} \sqrt{\frac{3}{20} \frac{GM_p}{r^3}} \cos^2 \phi_p \sin(2 \theta_p + \delta_2), \]

where \( \phi_p \) and \( \lambda_p \) are the latitude and longitude of the perturbing body on the surface of the central body. These coefficient expressions consist of a constant plus periodic part. The constant or permanent part of the tide is not included in the corresponding published values of the gravity coefficients for the JPL Mars gravity fields such as MRO110B. The tide is best determined by the secular inclination effect on \( k_{22} \) (Yoder et al., 2003), with a factor of 10 and 100 less sensitivity for \( k_{21} \) and \( k_{02} \), respectively.

The estimated tide solution includes the effects from the solid-body tide and atmospheric tide. The \( k_{22} \) Love number is represented as a real and imaginary part as given by Re\( (k_{22}) = k_{22} \cos \delta_2 + k_{22} \cos(41^\circ) \) and Im\( (k_{22}) = -k_{22} \sin \delta_2 + k_{22} \sin(41^\circ) \), where Im\( (k_{22}) \) is negative for solid tidal lag (\( \delta_2 = 0.6^\circ \), Jacobson, 2010) and positive for the atmospheric tide but is dominated by the atmospheric tide (Im\( (k_{22}) \approx 0.01 \), see Konopliv et al., 2006). The S2 component of the atmospheric tide has maximum surface pressure near 10:30 in the morning, and is accounted for here by the phase of 41\(^\circ\).

The JPL ephemeris DE421 (Folkner et al., 2009) was used for planetary positions required for third-body perturbations and Doppler and range processing. This ephemeris contains several meter-level Earth–Mars ranging from MRO, MGS, Mars Odyssey, and Mars Express through the end of 2007. In addition, Mars VLBI data (~200 m) in support of the Mars Science Laboratory (MSL) mission is included (Folkler et al., 2008). JPL satellite ephemeris MAR063 was used for the Phobos and Deimos positions (Jacobson, 2007; Jacobson and Rush, 2006), and it shows significant improvement versus the previous MAR033 ephemeris used for MGS95. The Mars system GM (Mars plus Phobos and Deimos) for MRO110B is 42828.37453 ± 0.00053 km/s\(^2\) (10\(^{-3}\) formal uncertainty). The Phobos and Deimos mass estimates are 7.17 \( \times \) 10\(^{-8}\) and 9.43 \( \times \) 10\(^{-8}\) km\(^3\)/s\(^2\), respectively. In future models, we will use the improved mass estimates and satellite orbits MAR085 from Jacobson (2010), which uses a much broader data set including tracking from the Phobos 2 Soviet mission and Viking, Earth based astrometry, MGS MOLA derived satellite positions, MRO images, and Mars Express images.

Using the MRO110B gravity field, the MRO local parameter orbit solutions were regenerated and archived with the NAIF PDS node. The orbit overlap errors associated with these orbits are displayed in Fig. 8. Although these errors represent the relative orbit error, the range of values gives an indication of the absolute orbit error. The typical total orbit overlap error is about 1 m with radial accuracies below 10-cm. These orbit errors are comparable to those of MGS or Odyssey (Konopliv et al., 2006; 15-cm, 1.5-m, 1.6-m average radial, along the velocity vector, and orbit normal overlap errors using MGS95). The improved MGS spacecraft models and MRO110B gravity model reduce MGS average overlap errors to 12-cm, 0.5-m, and 0.9 m. Since the DSN Doppler measures the line-of-sight velocity direction from Earth to Mars, the dependency of the MRO orbit error on orbit geometry as viewed from Earth
evident in Fig. 8 in the along-track (along spacecraft velocity) for more face-on geometry as viewed from Earth (year 8.0–8.5). This along-track orbit error increases to 3–5 m at year 8.5 and may have additional causes other than geometry. The orbit normal also shows small spike increases near orbit edge-on geometries at year 7.5 and 7.8 (Earth POS inclination is 90° at these times in Fig. 3b).

5. Static gravity solution

After processing all the tracking data for the MRO110B gravity field, a constraint is applied to the higher degree harmonics to adjust the power spectrum so it approximately follows a power law \(C_{nm} \propto 1/n^2\), Kaula, 1966). The constraint is similar to that used for MGS95) but begins at a higher degree of 70 for MRO110B. However, we feel MRO110B may be over constrained with suppressed admittance in some cases (e.g. Fig. 14b). So, an alternate solution MRO110B2 is available and it is identical to MRO110B except uses a constraint beginning at degree 80 and about 35% looser. The RMS magnitude spectrum of MRO110B, MRO110B2 and MRO95A and the associated unconstrained solution and corresponding uncertainties are shown in Fig. 9. The MRO solutions are compared to MGS95 (Konopliv et al., 2006) and to two power laws, a Kaula rule \((8.5 \times 10^{-5}/n^2)\) and uncompensated topography \((7.8 \times 10^{-4}/n^{2.5})\;\text{Smith et al., 2001b}\). A fit to the MRO110B and MRO110B2 coefficients of the well determined higher end of the spectrum \((n = 50–80)\) gives \(7.28 \times 10^{-4}/n^{2.5}\) and \(5.00 \times 10^{-4}/n^{2.4}\), respectively, and is a closer match to uncompensated topography. The MRO gravity solutions are similar and mostly improve the higher degree terms of the Mars gravity field versus the previous solutions. The resolution with the MRO data has improved from about degree 70 with the MGS95J solution to degree 90 with the MRO110B solution. Since all the Mars orbiters are polar, the near sectoral coefficients are better determined. With the higher order coefficients \((n-m < 10)\), the gravity field resolution is degree 110 (the crossing of the Kaula power law and coefficient uncertainty), but aliasing of the coefficients is evident for the last five degrees. The differences between the MGS95J and MRO110B gravity coefficients show that the uncertainties are approximately correct except for the lowest degree harmonics. The higher differences at this level are attributable to long term spacecraft force model errors such as solar pressure (and dust effects) and atmospheric drag. Although the coefficients are well determined to degree 70 for MGS95J or 90 for MRO110B, high correlations (0.4–0.6) occur between coefficients with the same order and degrees \(n\) and \(n + 2\).
models (Fig. 11). The largest improvement comes from the first constraint. The correlation of gravity with topography (Smith et al., 1999c) and the assumptions in modeling such as the a priori coefficient evaluation of the improvement and resolution of the gravity model about 30, when the gravity is well determined. This allows for an corresponding harmonic coefficients for degrees greater than 10, when the gravity is well determined. This allows for an harmonics to be uniformly 10 ± 1 mGals except for within 10° of the south pole where it drops to 6 mGals.

Since most of the higher frequency gravity is driven by the topography, high correlations of about 0.8–0.9 exist between the corresponding harmonic coefficients for degrees greater than about 30, when the gravity is well determined. This allows for an evaluation of the improvement and resolution of the gravity models and the assumptions in modeling such as the a priori coefficient constraint. The correlation of gravity with topography (Smith et al., 2001b) has shown substantial increases with the MRO gravity models (Fig. 11). The largest improvement comes from the first year of MRO data (MRO95A) due to the initial inclusion into the gravity model of this low altitude tracking, but there is also significant improvement with the second year of MRO data (MRO110B) with correlations >0.6 to degree 90. As shown with the gravity error spectrum (Fig. 9b), the near sectoral coefficients are much better determined and show correlations >0.6 to the solution degree 110. The increasing high correlation of gravity with topography with improved spatial resolution is indicative of the support of short wavelength loads by lithospheric strength.

The superiority of the near sectoral versus near zonal coefficients is also reflected in the signal-to-noise ratio (here defined as $\text{SNR}_{nm} = \sqrt{\left(C_{nm}/\sigma_{nm}\right)^2 + \left(S_{nm}/\sigma_{Smn}\right)^2}$) as shown in Fig. 12. We see that there are significant numbers of $\text{SNR}_{nm}$ coefficients (with values greater than 2.50) for $m$ near $n$ all the way to $n = 110$. The correlation for the collection of higher SNR coefficients is shown in Fig. 11, and could be used in admittance analysis as well as an alternative to $n-m < 10$. The cause of this sectoral bias is not spacecraft geometry or near resonance, or that the sectorals are larger than the zonals (rather it is that $\sigma_{nm} \approx 10\sigma_{mn}$), but the method by which the spacecraft orbit is affected by gravity. The purely zonal coefficient is detected from terms in the expansion of the gravity field with frequency $(n - 2p + q)/M$, where $q$ and $p$ are integers and $M$ is the spacecraft orbit mean motion (Kaula, 1966), and the gravity coefficient is proportional to $e^{i\Phi}$. There is one term that is secular that is shared by all degree $n$. However, if we were to truncate the field at $n = N$, then the $N$ component is uniquely determined by the perturbation with frequency $NM$, and so on down the line. The size of the perturbation is dependant on the inverse frequency. Most of the Doppler signal is sensitive to this amplitude of the periodic change, except for an along-track component.

The purely sectoral components with $m = n$ are perturbed by coefficients with frequency $(n - 2p + q)/M - \omega_o$. We can choose $p$ and $q$ such that the remaining term is dependent on planetary rotation $\omega$. The $n = N$ coefficient is then uniquely determined by the term with frequency $N\omega_o$. Again, the amplitude of this term again depends on the inverse frequency. Since $\omega/M \approx 12.6$, we should expect, all other factors being equal, that the sectorals are

---

(i.e., even or odd degrees), as shown by the Kaula linearized solution (Kaula, 1966). All other correlations between coefficients are ~<0.1. The peak correlations reduce by 10–20% for the MRO110B solution versus MGS95J, showing that the MRO orbit helps some with separability of the coefficients.

Although the global resolution of MRO110B in Fig. 9 is degree 90 or 120 km at the surface, the local resolution can vary due to the tracking quality, amount of data and altitude variations of the spacecraft. The local resolution is determined by the intersection of the expected gravity acceleration magnitude (or signal) and localized gravity acceleration error (or noise) as plotted versus harmonic degree (Konopliv et al., 1999a). Using the $8.5 \times 10^{-3}n^2$ power law of Fig. 9, the corresponding acceleration at the surface versus harmonic degree is 44.6/n^(1/2) mGals. The unconstrained covariance of MRO110B is then used to map the contribution of each harmonic degree to the acceleration uncertainty at the surface. Fig. 10 shows the surface resolution (or degree strength of Konopliv et al., 1999a) as a function of surface location. The minimum resolution is degree 86 for the northern mid-latitude region. The polar regions are slightly better determined due to the higher density of data, and the near degree 110 resolution at the south pole is due to the lower spacecraft altitude (see Fig. 1) dictated by the global topographic shape (cf. Smith et al., 1999c). However, part of the increase of the polar resolution may be improperly inflated due to over sampling. The formal covariance surface acceleration uncertainty for all degrees up to the corresponding local degree strength is a uniform 10 ± 1 mGals except for within 10° of the south pole where it drops to 6 mGals.

The ratio (or SNR) of the combined coefficient magnitude to uncertainty for each degree and order. The SNR of the near sectoral coefficients is mostly higher.
more accurately determined than the zonal coefficients by roughly a factor of 10. These larger amplitudes for the near sectoral terms are apparent in mapping the gravity orbit perturbations from Kaula (1966) into the radial component.

The latest gravity field (Fig. 13) lacks “striping” correlated with spacecraft groundtracks, which underscores the global, high-resolution coverage. It is notable that the current model well resolves not only major structures such as volcanoes (McGovern et al., 2002, 2004) and the Valles Marineris (cf. Anderson and Grimm, 1998), but also adjacent anomalies indicative of flexural effects such as volcanic moats and rift flank uplift. The improved resolution now enables gravitational exploration of loading histories of isolated tectonic provinces, as has been accomplished with Arabia Terra (Evans et al., 2010). In addition, it greatly improves the ability to identify possible impact basins buried beneath the northern plains (cf. Frey et al., 1999, Frey, 2006).

To explore how the reduction in uncertainties of the global spectrum, seen in Figs. 9b and 11, translates to specific features on the surface of Mars through the use of only the near sectoral terms, we employed the spatio-spectral localization method of Simons et al. (1997) with the \((n-m) < 10\) coefficients. This method utilizes a spherical harmonics transform to convolve the windowed spatial data into the spectral domain while obeying the sampling theorem, and it allows for the spectral analysis of a discrete region on a sphere. As such, we calculate the transfer function (admittance) and correlation between the localized gravity and...
topography. These quantities are commonly used to discern the type of mechanical loading to which a planetary lithosphere is submitted and to imply the interior structure of a planet (e.g., Dorman and Lewis, 1970; Forsyth, 1985; Smrekar, 1994).

Fig. 14a shows the admittance spectrum obtained for Olympus Mons (19°N, 226°E) for different sets of coefficients. In the case of the constrained coefficients (i.e., MRO110B, which has a Kaula power law constraint \(1/n^2\) beginning at degree 70), admittance values are below 150 mGal/km except for a peak around harmonic degree 65. These admittance spectral amplitude and shape are very similar to those found by McGovern et al. (2002, 2004) and especially Belleguic et al. (2005), but now extend to degree and order of 87 (the local degree strength value, ~122 km) from less than 60 previously. Likewise, the correlation spectrum for the constrained coefficients matches those of found in McGovern et al. (2002, 2004) and especially Belleguic et al. (2005). The spectral dip that occurs beyond degree 60 in both admittance and correlation extends to degree 110 and cannot be matched by any simple flexural model (e.g., Nunes et al., 2009). This dip cannot either be explained by a loss in signal power due to constraining the coefficients to the Kaula power-law rule, as the admittance and correlation spectra obtained from the unconstrained gravity coefficients (no power law applied) are still depressed over the high harmonics. We note that the Nyquist degree imposed by the localization window (Simons et al., 1997) is ~60 for this location as well as Elysium Mons (Fig. 14b), and that care must be taken when interpreting spectral features between the Nyquist degree and the degree strength of the field. Hence, it is questionable whether or not these spectral dips at high harmonic degrees reflect the nature of the volcanoes, and not surprising that they cannot be matched by simple flexural models. With that said, the spectral dips seen in both admittance and coherence are not seen in some other volcanic locations and that for the common bandwidths the solutions from Belleguic et al. (2005) and McGovern et al. (2004), are similar to ours despite different input data and windowing technique. Considering only the ten nearest sectoral coefficients \((n-m < 10)\) for both the constrained gravity field and the spherical harmonic expansion of the topography significantly alters the Olympus spectra at the high harmonics by eliminating the spectral dips. Notably, correlation values are pushed close to one for all degrees beyond 12, which is expected for support of surface topography by a strong elastic lithosphere and matches the behavior seen similarly in the global spectral correlation with \((n-m < 10)\). For the sake of completeness, we also examined the \((n-m < 10)\) terms of the unconstrained coefficients. This produced only small variations in spectral amplitude and minimal alteration of the spectral behavior in admittance and correlation from the constrain \((n-m < 10)\) case.

Fig. 14b shows the admittance and correlation spectra from the same coefficient sets for Elysium Mons (25°N, 147°E). Although smaller in magnitude with respect to Olympus, the Elysium spectra produced from the constrained coefficients possess a dip in the high harmonics. Such dips again wither from the spectra when only the near sectoral \((n-m < 10)\) coefficients are considered, and correlations values beyond degree 12 are pushed close to one.

Our analyses show that the near sectoral terms contain much of the signal in the high harmonics not only in the global sense (Figs. 9 and 11), but also at distinct features on the surface (such as Olympus and Elysium Montes); the substantial improvement in signal-to-noise ratio deriving, at least in part, from the near-polar orbit of the spacecraft. We therefore believe that spectral shapes produced by \((n-m < 10)\), with correlations ~1 and without the spectral dips at the high harmonic degrees, might be a better measure of
the nature of these volcanoes. The \( (n-m) < 10 \) data could also be valuable with other windowing schemes with higher Nyquist degrees and at other locations, perhaps even when examining small features without the aid of spectral admittance. However, the use of the near sectoral terms for regional analysis is limited to a band around the equator and for analysis of features in the east–west direction. It is less effective for Valles Marineris (only partly visible in Fig. 15a and b) because it is stretched in the east–west direction and for high latitude features such as craters. The cause for the drop in effectiveness is that the near sectoral terms lose power quickly at high latitudes (see Fig. 15c). The \( (n-m) < 10 \) terms are most effective for latitudes \(|\phi| < 40^\circ\). For a slightly larger range of sectoral terms \( (n-m) < 20 \) for which the coefficients are still better determined (e.g. Fig. 2 in Yuan et al. (2001)), the latitude range is \(|\phi| < 50^\circ\).

Finally, the effect of incorporating unconstrained gravity coefficients, which contain greater power beyond degree 70 over the constrained coefficients, is harder to predict. The field becomes much rougher in these scales, and the net effect of summing the contributions from the different degrees is likely deterministic – they may add constructively or destructively and lead to either an increase or decrease in admittance values at different locations, as it is seen in Fig. 14.

6. Seasonal zonal gravity

The largest signature in the seasonal mass exchange between the Mars polar caps is given by variations in the zonal coefficients (e.g., Sanchez et al., 2006), with the odd degree zonal amplitudes ~20% larger than the even degree. For gravity studies, the odd degree amplitudes begin at degree 3, since first order variations in \( J_1 \) are undetectable with Doppler tracking only and the origin being at the center-of-mass. The largest seasonal signature best observed in the Mars gravity field is the variation in the odd zonal, normalized gravity coefficient \( J_1 \) that is primarily proportional to \( \sin M \) (\( M \) is Mars orbit mean anomaly), and is the focus of this study. The observed \( J_1 \) signature is about an order of magnitude less accurate than \( J_2 \) since it has much smaller contributions to the secular argument of pericenter rates (see Konopliv et al., 2006). The major contribution to \( J_2 \) comes from changes to the nodal longitude of the spacecraft orbit, which in turn is sensitive to spacecraft geometry. Also, there are challenges in coefficient separability (cf. Smith et al., 2009; see SOM of Yoder et al. (2003)). Thus, the observed \( J_2 \) gravity from the MGS spacecraft represents a collection of odd zonal coefficients from the secular changes in eccentricity \( e \) and argument of pericenter \( \omega \). The zonal factors are functions of spacecraft orbit inclination \( i \), semi-major axis \( a \) and eccentricity (Yoder et al., 2003). For MGS, \( a = 3775.6 \) km and \( i = 92.9^\circ \); we get \( J_3 = 1.238 J_1 + 1.235 J_2 + 1.126 J_3 + \ldots \). The equivalent sum for Odyssey is \( J_3 = 1.221 J_1 + 1.199 J_2 + 1.074 J_3 + \ldots \) (evaluated using \( a = 3794.5 \) km and \( i = 93.14^\circ \)) and is about 1% smaller than the MGS sum. Note there are other second order effects (<1%) in the odd zonal sum such as mantle center-of-figure offset from center-of-mass caused by loading from the ice cap variations (\( \times J_2 J_1 \)). Variations in other coefficients, in particular \( C_{21} \) and \( S_{21} \), are detectable (Konopliv et al., 2006), but are left for future study.

There are still questions concerning the total mass involved in this exchange of mass from one pole to the opposite, whether this process is highly regular or contains evidence of more irregular climate changes (Malin et al., 2001). Constraints on the martian ice-cap seasonal histories are provided by visual imaging (e.g. Piqueux and Christensen, 2008), thermal imaging (TES, Kieffer et al., 2000; Kieffer and Titus, 2001), the high energy neutron detection (HEND, Litvak et al., 2004, 2006) and Neutron Spectrometer (NS, Prettyman et al., 2004, 2009) instruments aboard the Odyssey spacecraft, and 2 years of laser altimetry ranging (MOLA) (Smith et al., 2001b; Aharonson et al., 2004) and tracking data from orbiting spacecraft. Our analysis investigates inter-annual changes and compares seasonal gravity changes to that observed by the GCM AMES (Haberle et al., 1999, 2008) and Laboratoire de Météorologie Dynamique (LMD, Forget et al., 1999) models and Odyssey HEND and NS data sets.

The observed MGS and Odyssey \( J_3 \) seasonal gravity solutions (see Fig. 16) are determined using the same method of Konopliv et al. (2006), but with the seasonal solution showing much less scatter (in part due to improved AMD constraints). The \( J_3 \) solution for each data arc is determined by estimating the local parameters (e.g., spacecraft orbit, drag, AMDs) together with seasonal \( J_2 \) and \( J_3 \) corrections, while holding fixed the MRO110B static gravity field. The best estimate for Mars seasonal \( J_3 \) comes from MGS tracking obtained after September 2001 when AMD frequency was reduced from about 4 a day to one a day. The corresponding drop in the RMS standard error from a fit to a periodic series drops by a factor of 2 or more. Still, there appears to be a significant long-term variation from year to year that may be spacecraft dependent and not necessarily imply a real inter-annual change in ice cap mass (see Fig. 17). This periodic signature is best seen by comparing aphelion to aphelion martian years (~180° ≤ \( M \) ≤ 180°) cycles, since it happens that each cycle agrees best near aphelion. The usual choice is to display seasonal data in terms of Mars aerocentric true solar longitude, \( L_t = 251.01^\circ + \Delta M_{2000} \) at \( M = 0^\circ \). This solar true longitude \( L_t = 0^\circ \) at northern spring equinox, and \( \Delta M_{2000} \) is a very small correction related to precession; Allison, 1997).

The difference between cycle 1 (February 4, 1999–October 31, 2000) and 3 (September 21, 2002–August 3, 2004) is essentially flat with no discernable signature. However, the differenced cycle 4-cycle 3 shows a distinct long-term bow that has been fit to the function \( a (1 + \cos M) \) with \( a = 2.8 \times 10^{-10} \) or about 10% of the overall seasonal signature. A fit to the function \( 1 + \cos f \), where \( f \) is the true anomaly, results in a slightly better fit, but not enough to justify using this function. The differenced cycle 2–cycle 3 displays a similar bow but with the opposite sign, suggesting a quadradiennial signature. If we restrict the fit to just the higher accuracy data (\( M > 10^\circ \)), we find the solution for cycle 2 is: \( a = -2.9 \times 10^{-10} \).

After we apply a balanced correction to cycle 2 (\( a = -2.8 \times 10^{-10} \)) and cycle 4 (\( a = 2.8 \times 10^{-10} \)), the residuals are then fit to a periodic series in \( \sin M \) and \( \cos M \) (see Table 2), where we obtain a significant solution for periodic components out to \( j = 6 \). Fig. 18 shows the post-fit seasonal changes versus an aphelion year. The standard mean deviation is \( 2.3 \times 10^{-10} \), or about as good as the best formal uncertainty attached to an individual arc. The 6-frequency solution changes by less than two standard deviations if cycle 1 data are added to the solution. However, it happens that this signature is almost captured by a fit to just the first 3 harmonics to cycle 3.

The next step is to examine the residuals to each cycle to see if we can detect an inter-annual signature (e.g. Matsuo and Heki, 2009). Fig. 19 shows the MGS seasonal short arc solutions together with the global 6-frequency fit of Table 2. The most obvious signature is that the short cycle 5 (June 27, 2006 to end of mission) seems to be high relative to the others by about \( 2 \times 10^{-10} \). Otherwise the long wavelength deviations seem to be of order ± \( 1 \times 10^{-10} \). The remaining data from cycle 1 and cycle 2 (\( 180^\circ < M < -10^\circ \)) are not shown, but are much noisier due to more AMDs. Cycle 1 has a slightly smaller peak during southern winter. However, the cycle 2 southern winter peak is by far the largest feature suggesting that amplitude is \( -5 \times 10^{-10} \) above the norm (see Fig. 16). The magnitude is accentuated by the correction we made to the data, but remains even if it is not applied. Without corroborating evidence (Odyssey neutron spectrometers did not cover this event), we tend to discount this feature due to errors introduced by the multiple AMD events prior to September 2001 or other
unidentified forces acting on the spacecraft. A further tightening of the a priori AMD velocity correction noticeably reduces this cycle 2 peak above the norm. Systematic changes in the ‘good’ data represented by Fig. 18 are well bounded by $2 \times 10^{-10}$ or about 3% of the total change. So it appears that there is no clear inter-annual signature in the MGS data aside from the cos $M$ bow.

Fig. 15. These figures demonstrate the coverage of the near sectoral terms with the global gravity anomaly map for (a) $n-m \times 10$ and (b) $n-m \times 20$, and (c) amplitudes of the normalized associated Legendre polynomials along the prime meridian for degree 60 and increments of 10 for the order. In (c) the sectoral terms (PNORM60, 60 – blue) only provide near equatorial information whereas the near zonals (PNORM60, 10 – black) contain information for all latitudes.
Our MGS gravity $J_1$ history depends to some extent on certain choices made with regard to the AMD modeling and the drag model. To demonstrate how these changes could alter our results, we shall discuss 3 plausible choices for the drag parameters and show how the resulting $J_3$ solutions differ from the nominally derived $J_3$. Our drag model includes a global scale factor on the drag force for the entire arc, which is very loosely constrained. In addition to this, a drag coefficient ($C_d$) is estimated for every 2-h orbit. Nominally, each $C_d$ is estimated using an uncertainty of 2.0 and an initial value of 2.0 and constrained to an a priori value of 2.0. When we use a 4x tighter constraint on $C_d$, the scatter in the seasonal solution increases by $\pm 5 \times 10^{-10}$ ($\sim 2 \times$ the scatter in Fig. 18). This indicates that there is some drag variability over the data arc that must be modeled. A drag model with the nominal uncertainty of 2.0 but with no a priori constraint, results in an increased seasonal signature of about $0.7 \pm 10^{-10} \cos(M + 5^\circ)$ and a secular change in $J_3$ of $-0.57 \pm 0.14 \times 10^{-11}$/year (formal

![Fig. 16. Time history of the MGS and Odyssey short arc solutions for the zonal gravity coefficient $J_1$ where the typical arc length is 4 days. These arcs are delineated by the appropriate aphelion year ($-180^\circ < M < 180^\circ$). The MGS data quality is best after September 2001 when the number of AMDs is reduced. The Odyssey data quality is best during the third cycle and is poorest in the last cycle 6, partly due to a decrease in frequency of tracking.](image)

![Fig. 17. Differenced zonal $J_3$ data, where we have matched each individual observation in cycle N with the corresponding nearest member in cycle 3. In each comparative cycle difference, we solve in a weighted least square sense for the function $a(1 + \cos M)$. The coefficient for cycle 1-cycle 3 is $a = 0.76 \pm 0.28 \times 10^{-10}$ and is small. The solution for cycle 4-cycle 3 is $a = 2.79 \pm 0.15 \times 10^{-10}$. The fit of cycle 2-cycle 3 depends on which set of data is included in the solution. If all data are included, then $a = -2.10 \pm 0.32 \times 10^{-10}$. However, if only data obtained after September 2001 ($M > 0^\circ$) is included, then $a = -2.91 \pm 0.18 \times 10^{-10}$.](image)

![Fig. 18. Post-fit MGS $J_3$ residuals for cycles (a) 2 and 5, (b) 3 and (c) 4, after subtraction of the 6-frequency solution. Post-fit MGS $J_3$ residuals for cycles 1 and 2, prior to Sept. 2001 are not displayed, but have residuals $\sim 2 \times$ larger because of more AMDs. Each figure shows a polynomial regression fit and 99% confidence limits (based on data scatter).](image)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Bias</td>
<td>$-0.89$</td>
<td>$-0.75$</td>
<td>$-0.56$</td>
</tr>
<tr>
<td>$\cos M$</td>
<td>$-0.20$</td>
<td>$-0.31$</td>
<td>$-0.36$</td>
</tr>
<tr>
<td>$\sin 2M$</td>
<td>$-2.08$</td>
<td>$-2.01$</td>
<td>$-2.05$</td>
</tr>
<tr>
<td>$\cos 2M$</td>
<td>$0.54$</td>
<td>$0.73$</td>
<td>$0.88$</td>
</tr>
<tr>
<td>$\sin 3M$</td>
<td>$-1.35$</td>
<td>$-1.26$</td>
<td>$-1.22$</td>
</tr>
<tr>
<td>$\cos 3M$</td>
<td>$-2.42$</td>
<td>$-2.37$</td>
<td>$-2.34$</td>
</tr>
<tr>
<td>$\sin 4M$</td>
<td>$0.14$</td>
<td>$0.10$</td>
<td>$0.12$</td>
</tr>
<tr>
<td>$\cos 4M$</td>
<td>$-0.38$</td>
<td>$-0.38$</td>
<td>$-0.38$</td>
</tr>
<tr>
<td>$\sin 5M$</td>
<td>$0.42$</td>
<td>$0.41$</td>
<td>$0.41$</td>
</tr>
<tr>
<td>$\cos 5M$</td>
<td>$-0.67$</td>
<td>$-0.59$</td>
<td>$-0.59$</td>
</tr>
<tr>
<td>$\sin 6M$</td>
<td>$0.55$</td>
<td>$0.42$</td>
<td>$0.11$</td>
</tr>
<tr>
<td>$\cos 6M$</td>
<td>$-0.36$</td>
<td>$-0.48$</td>
<td>$0.11$</td>
</tr>
</tbody>
</table>

Table 2

Periodic solutions to the seasonal MGS 4-day $J_3$ solutions: (A) MGS $J_3$, 3-frequency solution, and (B1, B2) MGS $J_3$, 6-frequency solutions. Units are $10^{-10}$. The 3-frequency solution is a fit to just MGS cycle 3 and has a post-fit mean standard error of 2.8 for the residuals. Solution B1 is a fit to the adjusted MGS short arc solution for data after September 2002, excluding cycle 5. Here we have removed some outliers to improve the quality of fit, represented by the post-fit mean standard error of 2.3. B2 includes cycle 1 data, where about 10% of this data set (outliers) was removed to improve fit.
error). This most likely indicates that some seasonal gravity signature can be absorbed in the drag model if the constraint is too loose.

The Odyssey $\text{J}_3$ solution happens to overlap part of the MGS $\text{J}_3$ history (see Fig. 16), and so we can examine the Odyssey residuals against the MGS $\text{J}_3$ model as a test of our analysis so far. The Odyssey data are considerably noisier, comparable to the first half of MGS cycle 2, which is mostly due to the geometry of the orbit being more face-on as viewed from Earth. Also, during northern winter ($L_s \sim 330^\circ$), the $\text{J}_3$ Odyssey data require atmospheric dust corrections to the solar pressure model (same times as Figs. 5 and 6), otherwise large systematic trends appear. The Odyssey $\text{J}_3$ data appear to have higher maxima during southern winter ($L_s \sim 180^\circ$). However, these peak discrepancies are less apparent if we examine the residuals relative to the MGS $\text{J}_3$ fit. The residuals (Fig. 20) do have a cos $M$ bow, but here it applies to the whole data set. However, there is no large bow of cycle 3 relative to cycle 4 in Odyssey data as seen in MGS data. Therefore, this MGS quadrennial signature is possibly caused by AMD. In fact, a similar analysis by Smith et al. (2009) of MGS tracking data does not seem to detect a cos $M$ bow, nor do they detect a significant reduction in arc sigma’s after September 2002. A 3-frequency fit of the Odyssey gravity relative to the MGS B1 6-frequency model of Table 2 is obtained from the residual curve and is given by

$$\delta J_3 = (1.2 \cos M - 1.1 \sin M + 0.05 \cos 2M - 0.06 \sin 2M + 0.39 \times \cos 3M - 1.2 \sin 3M) \times 10^{-10},$$

and the secular drift in the Odyssey $\text{J}_3$ data is limited to 0.9 ± 0.9 × 10$^{-11}$/year. The Odyssey data seem to be in better agreement with the HEND and AMES (Haberle et al., 2008) and LMD (climate data base version 4.2) GCM models near the southern winter peak.

The GCM models include the effect of global changes in both ice and atmosphere, just as our gravity data includes both. However, the HEND and NS models infer just ice mass. An estimate of the correction can be obtained from both the AMES and LMD GCM models. The 3-frequency fit for each are

$$\delta J_3(\text{AMES, air}) = (0.61 \sin M + 1.29 \cos M + 0.24 \sin 2M + 0.23 \times \cos 2M - 0.18 \sin 3M + 0.14 \cos 3M) \times 10^{-10},$$

$$\delta J_3(\text{LMD, air}) = (0.21 \sin M + 0.76 \cos M + 0.20 \sin 2M + 0.10 \times \cos 2M - 0.05 \sin 3M + 0.10 \cos 3M) \times 10^{-10}.$$

LMD $\delta J_3$ is about 50% the amplitude of the AMES result, so there is the question (unanswered here) of which result is more valid. We shall adopt the LMD model in the following analysis, based on the fact that LMD model is a better fit to the MGS data than is the AMES GCM.

In addition, each $\text{J}_n$ must be multiplied by $1 + k_n$ to correct for deformation of the mantle by the overlying mass load (see Tables 3a and 3b; Metivier et al., 2008). The Love load number is $k_n = k_n - h_n$, where $k_n$ and $h_n$ are the potential and radial surface displacement Love numbers generally associated with tides. For $\text{J}_1$, this correction is about 7% for a tidal model with $k_1 = 0.158$, while for $\text{J}_2$, this correction is about 14%. The model estimates for $\text{J}_n$ should also include at least a modest correction for elevation that takes into account that the poles are low relative to the mean radius. The zonally averaged surface radius relative to the center-of-mass is represented by the series

$$r(\theta) = 3390.00 \left(1 + \sum c_n P_n(\theta)\right) \text{km},$$

where $P_n(\theta)$ is a normalized Legendre function dependent on colatitude $\theta$. The first three terms are

$$r(\theta) = 3389.5 - 3.0 \cos \theta - 13.4(1.5 \cos^2 \theta - 0.5).$$

The net effect of this correction is to reduce the estimated $\text{J}_n$ at the north pole by about 6% and the south pole by 4%. The explicit integral for each $\text{J}_n$ is

$$\text{J}_n = \frac{2\pi R_s^2}{M_{\text{Mars}}} (1 + k_n) \int d\theta \left(\frac{r(\theta)}{R_e}\right)^{n+2} \sigma(\theta) P_n(\theta),$$

where $\sigma(\theta) = \sigma_\text{ice} + \sigma_\text{air}$ is the zonally averaged, combined column density of ice and air mass. A more accurate estimate includes the longitudinal variations in column density and topography, but this is a second order effect that changes results by less than 1%. For comparison purposes, the resultant seasonal curve should be adjusted such that the area under the curve vanishes (i.e. is a purely periodic signature).
The odd zonal sum to compare to gravity is then

\[ \sum_{j=1}^{\infty} \zeta_j \psi_j \sim \sum_{j=1}^{\infty} \left( \frac{1}{\cos^2 \theta} \right) \chi_j \psi_j. \]

Thus \( W_j(\theta) \) includes corrections for load Love number (Model B of Table 3a) and shape corrections \( \kappa \) as above. The disadvantage of this approach is that the weighting function depends on spacecraft orbit.

Fig. 21 illustrates how slowly the resulting \( W_j(\theta) \) appears to converge and just where this function is most sensitive. The first peak moves inward towards the pole as more terms are added and reaches a limit of about 8° colatitude. The peak for \( W_4(\theta) \) is at 12°. The change in position of the peak and the latitude spacing for each model combine to affect the resultant accuracy. The four component model works as well as it does partly due to the fact that the ice cap column density monotonically decrease in amplitude from the poles, and the overall integral changes modestly as more terms are added. Two models are obtained at discrete intervals in aerocentric solar longitude \( L \) (HEND, 15°; LMD, 30°; NS, about 11°), and construction of each map may involve some temporal and spatial averaging.

The HEND and NS data are possibly the more interesting in that they depend on global data of thermal neutron counts that are indicative of subsurface ice. The basic premise is that high-energy neutrons are reduced in energy by collisions with hydrogen atoms, which happen to concentrate in water ice. Estimates for CO2 ice mass results from its effect in changing this buried water ice signature by simply covering the rocky surface. Neutrons are slowed by both hydrogen and CO2, except that it takes many more collisions in a CO2 rich layer for neutrons to attain a thermal-like status. The spacecraft instruments measure neutrons in three energy bands: thermal, epithermal (0.5 eV to 0.7 MeV) and ‘fast’ or high energy. Prettyman et al. (2009) concentrate on the epithermal band for the CO2 cap column density and employ the other two bands to either calibrate the epithermal signal or detect other features such as the enrichment of N2 and Ar during the buildup phase of the southern cap from the thermal band. The effect of adding a CO2 layer is to increase the backscattered, epithermal signal observed at the spacecraft instrument.

### Table 3a

<table>
<thead>
<tr>
<th>Rf</th>
<th>1.015</th>
<th>1.034</th>
<th>1.017</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>4.165</td>
<td>4.165</td>
<td>4.165</td>
</tr>
<tr>
<td>6</td>
<td>4.268</td>
<td>4.268</td>
<td>4.268</td>
</tr>
<tr>
<td>5</td>
<td>4.054</td>
<td>4.054</td>
<td>4.054</td>
</tr>
<tr>
<td>4</td>
<td>3.197</td>
<td>3.197</td>
<td>3.197</td>
</tr>
<tr>
<td>3</td>
<td>2.342</td>
<td>2.342</td>
<td>2.342</td>
</tr>
<tr>
<td>2</td>
<td>1.487</td>
<td>1.487</td>
<td>1.487</td>
</tr>
<tr>
<td>1</td>
<td>0.632</td>
<td>0.632</td>
<td>0.632</td>
</tr>
</tbody>
</table>

Wobble frequency is \( \sigma_\omega - \omega \) for the core

\[ \left( \frac{2}{\cos^2 \theta} \right) \chi_{2j} \psi_j. \]

### Table 3b

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Model A</th>
<th>Model B</th>
<th>Model C</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \frac{C/M}{\text{Mg}} )</td>
<td>0.3647</td>
<td>0.3642</td>
<td>0.3648</td>
</tr>
<tr>
<td>( \frac{C_f}{\text{Mg}} )</td>
<td>0.0271</td>
<td>0.0241</td>
<td>0.0187</td>
</tr>
<tr>
<td>( R_f )</td>
<td>1800 km</td>
<td>1750 km</td>
<td>1650 km</td>
</tr>
<tr>
<td>( k_{2M} )</td>
<td>0.1350</td>
<td>0.1397</td>
<td>0.1356</td>
</tr>
<tr>
<td>Wobble period (d)</td>
<td>296.7</td>
<td>296.7</td>
<td>206.9</td>
</tr>
<tr>
<td>FCN period (d)</td>
<td>203.5</td>
<td>204.9</td>
<td>206.9</td>
</tr>
<tr>
<td>Nutation F factor</td>
<td>0.0045</td>
<td>0.0047</td>
<td>0.0036</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>1.015 \times 10^{-1}</td>
<td>1.015 \times 10^{-1}</td>
<td>1.017 \times 10^{-1}</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>1.392 \times 10^{-1}</td>
<td>1.417 \times 10^{-1}</td>
<td>1.393 \times 10^{-1}</td>
</tr>
</tbody>
</table>

The HEND data (Litvak et al., 2005) consist of 4 overlapping bands down to ±60° latitude. We obtained three discrete bands and interpolate in order to construct ice cap history.

An alternative approach is to replace the explicit calculation of each \( J_j \) with a weighting function \( W_j(\theta) \) that sums the first \( j \) odd zonal terms. Thus \( W_j(\theta) \) includes just the \( J_2, J_4, J_6, \ldots \) contributions and is therefore a combination of the corresponding Legendre functions. The odd zonal sum to compare to gravity is then

\[ J_3 + 1.238 J_5 + \cdots = -\frac{2\pi R_c^2}{\sqrt{7M_{\text{land}}}} \int_0^{180} d\theta \sigma(\theta) W_j(\theta) \sin \theta. \]
There is also the question of whether there exists scaling errors in any of these data sets. In the analysis of NS data, they use a semi-infinite single layer ice rich medium in modeling the neutron backscatter signal, and two layer models generally result in larger amplitudes. The NS north cap peak amplitude in the 80–85° band is 65 ± 5 gm/cm², while the statistical uncertainty (i.e. data noise) is less than ±2 gm/cm². Clearly, the major uncertainty is related to appropriate ‘model’ (e.g. uniform or layered subsurface, soil water content, etc.). So a 10% scaling error is within the realm of plausibility.

Recently, we obtained 2 years of NS ice cap data binned at 2° in latitude (Prettyman et al., 2009). The bin size in longitude varies from eight segments for the ±89–87° latitude band to 60 for the ±59–61° band. Prettyman also supplied data extending to latitudes below ±60° that is outside the region of validity of the analysis (see Table 1 for a summary of error sources in Prettyman et al. (2009)). We have retained two additional bands down to ±35°. Although this low latitude binned data is less accurate, it happens that this extra data changes the model (decreases) J3 near cap maximum by only 2–3%.

The temporal spacing is about 11° in aerocentric true solar longitude L6. The 2 years of NS data (Mars year 26 and 27) roughly coincide with cycle 3 and 4, except that the range is 0° < L6 < 360°. Since one of the issues that concerns us is the cos M change from cycle to cycle that is seen in the MGS data, we have obtained the equivalent cycle 3 data from the 2 years of data and then constructed the cycle 4 data by combing the last ⅓ of year 27 and the first 1/4 of year 26 (covering 106° < M < 180°).

In order to determine a potential scale error, we have compared the mean amplitude of the primary sin M term in both NS ice data and MGS and find that NS is about 8.6% smaller than MGS. We have decided to rescale this data a factor of 1.09 so that the sin M amplitudes match in order more fully study other features of the data.

For cycle 3, both the derived NS model J3 and the MGS data agree to within 5% everywhere except near the winter peaks where it increases to about 10%. Note this north pole anomaly is apparent in the other data sets. Prettyman uses two methods to reduce the NS data. One is to simply bin the observed signal without regard for signal spill-over from nearby regions (smoothed). The second approach is to employ image sharpening techniques (deconvolved). The deconvolved map obtains significantly larger column densities (up to 5–10%) inside ±5° colatitude and near the cap edge. However, since the differences fall off as colatitude increases, the end result is relatively minor in the observed J3. The largest observable effect is a 2–3% increase near the south pole maximum (see Fig. 22a and b) for the deconvolved NS J3 relative to the smoothed NS J3. The smoothed NS agrees slightly better with MGS J3, although we shall concentrate the remainder of the discussion on the deconvolved NS data set. By the way, the reference radius for this NS data set is 3389.5 km.

Prettyman et al. (2009) obtains a larger south pole maxima for cycle 4 compared to cycle 3 that, unfortunately, is not confirmed by comparison with the MGS data (see Fig. 22a and b). The south pole maximum is about 6% larger in cycle 4 than cycle 3. There is also a cos M bow in the NS cycle 4 data relative to cycle 3 that is about ½ as large as seen in the un-adjusted MGS cycle 4 data (about a = 1.3(1 + cos M) × 10⁻¹⁵). Thus, in Fig. 22a, we have adjusted the MGS cycle 4 data such that it has a bow of similar magnitude relative to MGS cycle 3. There is a large discrepancy in the southern buildup for cycle 3 that is about 1/3 weaker in cycle 4. This feature may be partly related to the fact the NS ice cap model does not include the effect of changing N₂ and Ar atmospheric concentrations from year to year in their estimate of CO₂ column densities (Prettyman, private communication). Increased concentration of N₂ and Ar might depress the CO₂ estimate by perhaps as much as 5–10%. These gas concentrations are especially large in year 28 compared to year 27 during the south cap buildup. However, the center of this broad feature is near L6 = 100° (M = –140°), while that seen in J3 (Fig. 22a) covers –130° ≤ M ≤ –100°. Another remarkable feature of the NS and MGS data is that the north pole minimum agree in cycle 4 just where they differed in cycle 3 and, for this, we have no ready explanation.

There are other model deficiencies that might account for some of the differences that are common to both years of data. Prettyman et al. (2009) employ a standard atmosphere at each pole and do not include the seasonal changes air column density. This should affect the north pole more than the south, given that it is about 6 km lower. As mentioned earlier, we could have adopted a solution with different drag model constraints, one that had a slightly larger cos M term. Finally, some of the discrepancies that occur either figure occur in data gaps in one of the two data sets and so might be discounted.

We can difference the periodic fit of cycles 3 and 4 and examine if the changes seen in NS data agree with MGS results (Fig. 23a). Differencing should cancel any common modeling errors. The only coherent difference is the cos M bow we altered in cycle 4. There is about a 6% change in the sin M amplitude for NS that is not seen in the MGS cycle 4–cycle 3 difference. This same signature is also present in the ‘smoothed’ NS data. Except for the cos M bow, the MGS solution appears to be more flat, given that the second largest coherent difference is the cos M bow we altered in cycle 4. There is only one other figure occur in data gaps in one of the two data sets and so might be discounted.

There are other model deficiencies that might account for some of the differences that are common to both years of data. Prettyman et al. (2009) employ a standard atmosphere at each pole and do not include the seasonal changes air column density. This should affect the north pole more than the south, given that it is about 6 km lower. As mentioned earlier, we could have adopted a solution with different drag model constraints, one that had a slightly larger cos M term. Finally, some of the discrepancies that occur either figure occur in data gaps in one of the two data sets and so might be discounted.
although it should be said that the dust storm activity in year 26 and 27 were both very similar and mild (McDunn et al., 2010). The doubly differenced residuals should be flat (and possibly noisy) if MGS and NS captured the same change. Instead, we find a step-like function that is remarkably smooth during southern winter. This runs counter to the idea that atmospheric N\textsubscript{2} and Ar changes seen in NS thermal neutron data are an important influence on ice cap estimates. The gross feature seen in the doubly differentiated data is apparently related to the relative change in NS northern winter from cycle 3 to 4.

Comparisons of the means solutions for cycles 3 and 4 for each data set reveal some curious results (see Fig. 23b). So far, we have neglected the pressure correction to ice cap models and the possibility that the Odyssey solution might be more valid. First of all, the AMES GCM model and HEND data are both much poorer fits to the mean MGS solution than is either the LMD GCM or NS data. Possibly, the grid size may play a role. The 3-frequency Odyssey corrections appear to be correlated with these residuals. If we subtract this correction from the NS residuals, we find a modest reduction in overall RMS residuals from ±1.7 \times 10^{-10} to ±1.3 \times 10^{-10}. However, over the last \frac{1}{4} of the season the reduction is significantly better. There is still a significant first harmonic component in the \( \delta J_2(\text{NS} - \text{ODY}) \) residual: \( \delta J_2 = 1.2 \sin M + 0.7 \cos M \). If we had used the AMES model correction for air pressure \( J_2 \), these residuals would have been even larger.

The NS ice cap maps are obviously a much richer source of information than is the gravity signal in \( J_2 \). This gravity \( J_2 \) is just a one-dimensional mapping in time of a weighted global average of the ice cap mass, whose magnitude is especially sensitive to mass contributions near polar colatitude \( \pm 8^\circ \). The NS maps beyond \( \pm 30^\circ \) colatitude are much less reliable, mainly because of low concentration of subsurface water ice. Another important point is that the southern maximum as seen in our gravity \( J_2 \) occurs near \( L_s = 184^\circ \) while a similar change in say the \( J_2 \) ice component occurs about \( 28^\circ \) earlier. Thus the CO\textsubscript{2} ice sheet sublimes at the cap perimeter while still accumulating near the pole (Prettyman et al., 2009). This means that the timing of maximum mass growth as inferred from the \( J_2 \) component and the maximum attained near the pole (as inferred from gravity \( J_2 \)) differ in time by about 40 days. Therefore, extending cap ice mass contributions to lower latitudes (which peak earlier) can distort the shape of \( J_2 \) near the top as well as change the amplitude of \( J_2 \). In fact, distortion in the southern peak seems to be the major factor based on maps supplied by Prettyman.

The \( J_2 \) signature is not the only source of ice cap temporal history. However, the observed \( J_2 \) history from gravity is much less precise than the \( J_2 \) history. Part of the reason is that this signature is somewhat erratic is that the spacecraft signal is caused by out-of-plane perturbations for spacecraft nodal longitude, much like the case involving the detection of Mars k\textsubscript{2} Love number (see next section), and so the resultant signature shows a dependence on spacecraft plane orientation relative to Earth. It happens that the Odyssey spacecraft provides a more reliable signature than MGS.

The expression for the observed \( J_2 \) for the Odyssey spacecraft is

\[
J_2 = (1 + k'_2)J_2 + 2.00(1 + k'_2)J_4 + 2.78(1 + k'_2)J_6 + 3.30(1 + k'_2)J_8 + \ldots.
\]

Again, we should also correct for atmospheric pressure and expand the number of gravity coefficients, but is obviously not necessary since the HEND \( J_2 \) signature is much more irregular than earlier, displaying the effects of subtraction of the north and south histories inherent in this even degree sum, and spacecraft orientation sensitivity. It happens that the shape of the equivalent weighting function for \( J_2 \) is just as sensitive to the number of coefficients included in the sum as was \( J_2 \). However, the overall integral changes by less that 5% going from 4 to 16 terms. The 2-frequency fit to the Odyssey data is

\[
J_2 = [1.4 \sin(M - 40^\circ) + 1.8 \sin(2M + 57^\circ)] \times 10^{-9},
\]

and agrees reasonably well with HEND, except near perihelion in the range \(-90^\circ < M < 30^\circ\) (see Fig. 24). Thus we can confirm the signal, but it is clear that it cannot provide a useful test of either
the ice map accuracy or the corresponding atmospheric mass change.

The even zonal gravitational harmonic coefficients involve the sum of the mass change in the north and south hemispheres. Changes in these gravity coefficients should reflect the change in ice mass or atmospheric mass (or mean pressure). The global average of ice mass and air pressure should balance out (air mass + ice mass = 0). The global average of NS ice cap data can be compared to GMC model data (which enforce mass conservation) or air pressure maps. The only ground-based data constraining air pressure are the local pressure measurements taken by the Viking landers. Fig. 25 shows changes in ice mass for the 2 NS cycles, the LMD GCM model and a scaled estimate of the mean pressure using Viking 1 data (Yoder and Standish, 1997). The NS data has not been rescaled here or in the previous figure, in part to show the good agreement between LMD and NS data. NS cycle 3 (year 26) and LMD model agree well nearly everywhere, except near $M = 0$ and during north ice cap growth, one of the same regions of disagreement between LMD and NS data. NS cycle 4 (year 27) is also shown, together with 2 and 3-frequency fits to all Odyssey data. The HEND model is a slightly poorer match with gravity results versus the AMES GCM. However, if HEND data were rescaled, one could improve the fit. Inter-annual signatures observed in the NS between martian year 26 and 27 are not seen in MGS. Unfortunately, Odyssey results are too noisy to provide an additional test. Odyssey may provide a better long-term average than MGS, at least based on a 3-frequency fit to the global data. It may be that inter-annual detection is limited first by AMDs and then other error sources (primarily drag). The MRO tracking data is not expected to help extend the seasonal gravity monitoring due to the large drag errors. Future missions would need to reduce nongravitational forces to improve seasonal gravity detection. This most likely implies a mission with a high quality accelerometer ($\approx 10^{-10} \text{m/s}^2$) and Ka-band Doppler tracking ($<0.01 \text{mm/s}$).

In summary, the seasonal changes in the gravity match to 5–20% with the GMC models and Odyssey NS and HEND data. The best agreement, by far, is with the Odyssey NS data (after it has been rescaled) and LMD GCM, especially if we compare the average of the 2 years of NS data with an MGS data set corrected with a 3-frequency fit to all Odyssey data. The HEND model is a slightly poorer match with gravity results versus the AMES GCM. However, if HEND data were rescaled, one could improve the fit. Inter-annual signatures observed in the NS between martian year 26 and 27 are not seen in MGS. Unfortunately, Odyssey results are too noisy to provide an additional test. Odyssey may provide a better long-term average than MGS, at least based on a 3-frequency fit to the global data. It may be that inter-annual detection is limited first by AMDs and then other error sources (primarily drag). The MRO tracking data is not expected to help extend the seasonal gravity monitoring due to the large drag errors. Future missions would need to reduce nongravitational forces to improve seasonal gravity detection. This most likely implies a mission with a high quality accelerometer ($\approx 10^{-10} \text{m/s}^2$) and Ka-band Doppler tracking ($<0.01 \text{mm/s}$).

7. Mars Love number and fluid core size

The Mars $k_2$ solar tide is determined from the secular drift in orbit inclination amounting to about a 1-m/day change (Yoder et al., 2003), and consequently, it is best determined when the orbit plane is face-on when viewed from the Earth. The $k_2$ solutions for each spacecraft are presented in Table 4 along with other published values (Lemoine et al., 2006; Balmino et al., 2005; Marty et al., 2009). The best MGS $k_2$ solution is

$$K_2 = 0.173 \pm 0.009$$

and is the most accurate solution of the three spacecraft. It is comparable to our previous result (Konopliv et al., 2006) and is slightly larger than Yoder et al., 2003. The MGS solution is less sensitive to atmospheric drag assumptions than Odyssey, and MGS solutions are consistent between data sets with different AMD frequency. Because of the favorable Sun angle and smaller orbit normal force component, it is less sensitive to solar radiation pressure errors than Odyssey. However, $k_2$ accuracy is still limited by assumptions on the solar array and bus solar pressure reflection properties as well as uncertainties in the Mars pole. The MGS uncertainty presented in Table 4 is five times the formal uncertainty. The range of solutions observed for MGS based upon different assumptions fit within the uncertainty. In our nominal solution $\text{Im}(k_{22})$ is not estimated, but when estimated, $\text{Im}(k_{22}) = 0.02 \pm 0.03$. The uncertainties are five times the formal uncertainty. This more realistic uncertainty is about five times larger than what one would need to detect the atmospheric tide.

In previous results (Konopliv et al., 2006), we postulated that Mars Odyssey Love number solutions were dependent on which thruster pair was used for AMDs, with suspect $k_2$ solutions for thrusters 1 and 2. As mentioned above, it is now believed that this anomalously low value was caused by not modeling atmospheric dust in the solar radiation pressure force. Almost all of the arcs in Fig. 5 and 6 that are affected by dust use thrusters 1 and 2 for AMDs. Once a dust correction to a 30–40 km altitude or higher is applied, Odyssey $k_2$ solutions are consistent ($k_2 = 0.104$ becomes 0.164–0.172). Solutions using only arcs without suspect atmospheric dust contributions give the most reliable Odyssey solution ($k_2 = 0.172 \pm 0.014$). Since Odyssey is more sensitive to atmospheric drag and solar pressure errors, uncertainties in Table 4 are 10 times the formal uncertainty. The ten times formal
model estimate for tidally changing (C22/S22) is accurate to about

uncertainties in Table 4 are 10 times the formal uncertainty. The perhaps due to HGA motion or atmospheric drag. For this reason, as dust. However, MRO may have other remaining model errors uncertainty for the Odyssey Im(k2) = 0, 10× formal σ

Table 4
Mars k2 Love number solutions.

<table>
<thead>
<tr>
<th>Spacecraft</th>
<th>Re(k2), Im(k2) = 0</th>
<th>Re(k2), Im(k2) = 0.01</th>
<th>Re(k2), Im(k2) est.</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>MGS</td>
<td>0.173 ± 0.009</td>
<td>0.168 ± 0.009</td>
<td>0.159 ± 0.016</td>
<td>Best overall solution this paper Im(k2) = 0, 5× formal σ</td>
</tr>
<tr>
<td>MGS</td>
<td>0.153 ± 0.017</td>
<td></td>
<td></td>
<td>Data to April 14, 2002, Yoder et al. (2003)</td>
</tr>
<tr>
<td>MGS</td>
<td>0.166 ± 0.011</td>
<td></td>
<td></td>
<td>Data to December 5, 2004, Konopliv et al. (2006)</td>
</tr>
<tr>
<td>Ody</td>
<td>0.172 ± 0.014</td>
<td>0.185 ± 0.014</td>
<td>0.167 ± 0.025</td>
<td>Without arcs affected by dust, best Odyssey solution Im(k2) = 0, 10× formal σ</td>
</tr>
<tr>
<td>Ody</td>
<td>0.104 ± 0.013</td>
<td></td>
<td>–0.004 ± 0.016</td>
<td>All arcs but with no dust model</td>
</tr>
<tr>
<td>Ody</td>
<td>0.161 ± 0.013</td>
<td>0.173 ± 0.013</td>
<td>–0.025 ± 0.014</td>
<td>All arcs but with dust model to 30–40 km</td>
</tr>
<tr>
<td>Ody</td>
<td>0.172 ± 0.013</td>
<td>0.184 ± 0.013</td>
<td>–0.015 ± 0.014</td>
<td>All arcs but with dust model to 30–50 km</td>
</tr>
<tr>
<td>MRO</td>
<td>0.175 ± 0.010</td>
<td>0.175 ± 0.010</td>
<td>0.176 ± 0.010</td>
<td>10× formal σ</td>
</tr>
</tbody>
</table>

Other determinations
MGS 0.201 ± 0.059
MGS 0.163 ± 0.056
MGS 0.176 ± 0.041
MGS 0.130 ± 0.030
MGS + Ody 0.120 ± 0.003

Table 5
Mars orientation parameters used in the MRO1018 gravity solution. For the estimated parameters, the uncertainties are 15 times the formal statistics (see Fig. 18, Konopliv et al., 2006).

<table>
<thead>
<tr>
<th>Orientation parameter</th>
<th>Value</th>
<th>Uncertainty</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>3.37919183</td>
<td>Fixed</td>
<td>Degrees</td>
</tr>
<tr>
<td>j</td>
<td>24.6782669</td>
<td>Fixed</td>
<td>Degrees</td>
</tr>
<tr>
<td>Ω</td>
<td>49.6167</td>
<td>Fixed</td>
<td>Degrees</td>
</tr>
<tr>
<td>ε</td>
<td>23.4392811</td>
<td>Fixed</td>
<td>Degrees</td>
</tr>
<tr>
<td>ξ</td>
<td>46.5307</td>
<td>Fixed</td>
<td>Degrees</td>
</tr>
<tr>
<td>i</td>
<td>1.85137</td>
<td>Fixed</td>
<td>Degrees</td>
</tr>
<tr>
<td>ψ_a</td>
<td>81.9683722358</td>
<td>0.000016</td>
<td>Degrees</td>
</tr>
<tr>
<td>ω_a</td>
<td>–0.000005772</td>
<td>0.00000007</td>
<td>Degrees/day</td>
</tr>
<tr>
<td>l_a</td>
<td>–7590</td>
<td>10</td>
<td>Milliarcsec/year</td>
</tr>
<tr>
<td>l_b</td>
<td>25.1893792424</td>
<td>0.000010</td>
<td>Degrees</td>
</tr>
<tr>
<td>l_c</td>
<td>–0.000000003</td>
<td>0.000000005</td>
<td>Degrees/day</td>
</tr>
<tr>
<td>φ_a</td>
<td>133.38462</td>
<td>Fixed</td>
<td>Degrees</td>
</tr>
<tr>
<td>φ_b</td>
<td>350.891985303</td>
<td>0.00000012</td>
<td>Degrees/day</td>
</tr>
<tr>
<td>F</td>
<td>0.07</td>
<td>Fixed</td>
<td>Unitless</td>
</tr>
<tr>
<td>σ_a</td>
<td>–1.5</td>
<td>Fixed</td>
<td>Degrees/day</td>
</tr>
</tbody>
</table>

The Love number solutions from MRO tracking only (k2 = 0.175) agree fairly well with that of MGS and Mars Odyssey as shown in Table 4, giving a consistent and independent verification of the Mars love number from all three spacecraft. Like MGS, MRO k2 solutions are not as sensitive to solar pressure model errors such as dust. However, MRO may have other remaining model errors perhaps due to HGA motion or atmospheric drag. For this reason, uncertainties in Table 4 are 10 times the formal uncertainty. The MRO Im(k2) uncertainty is 0.04 (10 times formal).

The observed k2 must be corrected for solid tidal friction, atmospheric tide, and anelastic softening before it can employed, together with an interior structure model, to constrain fluid core size. An estimate of the atmospheric parameter k22 ≈ 0.008 is obtained from Pathfinder observations of local pressure changes and simple models that scale this to a global pressure wave. The Pathfinder pressure wave (J.T. Schofield, private communication; Yoder et al., 2003 in SOM) that includes four frequencies is

\[ P/P_0 = (0.021 \cos(\pi - 85^\circ) + 0.011 \cos(2\pi + 41^\circ) + 0.002 \cos(3\pi + 42^\circ) + 0.001 \cos(4\pi - 81^\circ)). \]

The diurnally changing angle is \( \alpha = 0^\circ \) at midnight. The resulting model estimate for tidally changing (C22/S22) is accurate to about 10%, while contributions from other atmospheric semi-diurnal (e.g. C42/S42) and 1/4 day tidal constituents (C44/S44) are also no more than 10%.

The solid friction phase shift is deduced from the tidal change in Phobos' orbit and is about 0.53°. Jacobson (2010) obtains for the mean motion

\[ \frac{d}{dt} n_{\text{Phobos}} = 25.12 \pm 0.08 \text{°/Cyr}^2, \]

and is close to his earlier determination (Jacobson et al., 1989). Bills et al. (2005) have also reported a new value that is about 10% larger. This positive rate means that the orbit is contracting. If we relate this to the tide distortion of Mars by Phobos, we find (Yoder, 1982, 1995)

\[ \frac{d}{dt} n = \frac{9 M}{8 M} \left( \frac{R}{a} \right)^5 \left( 4k_2 \sin \delta_{2200} - \frac{R^2}{a^2} k_3 (5 \sin \delta_{3300} + \sin \delta_{3110}) \right) \]

and includes all terms which could contribute 1% to the rate, and where the primed variables refer to Mars, and the unprimed to Phobos. The curious result is that higher harmonic tidal distortions contribute (Redman and Fish, 1964), because Phobos is relatively close to Mars (a = 9378.5 km and \( M = 1.073 \pm 0.0074 \times 10^{16} \text{kg} \)). The phase shift \( \delta_{5\text{mo}} \) corresponds to the tidal frequency \( (j - 2p) \). Since Phobos' mean motion is 1128.8°/day, the solar semi-diurnal period is larger than any of the tidal periods associated with Phobos' orbit contraction. Only for Earth and Moon do we have some information that constrains the phase shift with tidal frequency (e.g. Lambeck, 1980; Williams and Boggs, 2009), from which we deduce that the dependence on frequency is weak. For simplicity, we shall adopt that the phase shifts are all equal. The higher harmonic Love numbers can be estimated from the approximations \( k_3 = 0.31k_2 \) and \( k_4 = 0.14k_2 \), and these terms augment the tidal rate by 6.1%. We then find \( k_2 \sin \delta_{22} = (1.73 \pm 0.01) \times 10^{-3} \). From Table 4, we can estimate that the true Love number at semi-diurnal tidal frequency is

\[ k_2 = 0.164 \pm 0.009 \]

if we adopt the observed MGS k2 estimate and correct for solid friction and atmospheric tides. The Q factor is
Q = 1/ sin θ = 109 ± 6

for this k2 value.

Our knowledge of internal structure of Earth comes from seismic waves and normal modes with frequencies ranging from 10 Hz to 54 min. An anelastic softening of the Earth as perturbing frequency reduces, and a reasonable correction for k2 is 3k2/Q = 0.005. Thus, the ‘seismic’ Love number that should be compared with model estimates is k2 = 0.159 ± 0.009.

The precession rate is related to polar moment of C by

\[
\frac{d\psi}{dt} = \psi_0(0.3650MR_2^2/C) \text{ mas/ year} + \psi_1 + \psi_2.
\]

The first term is caused by the solar torque on Mars oblate shape (represented by the unnormalized gravitational coefficient J2 = 0.001956683). In calculating \( \psi_0 \), we use Mars orbit eccentricity \( e_{\text{Mars}} = 0.09341 \), obliquity \( \iota_{\text{Mars}} = 25.189^\circ \), mean motion \( n_0 = \sqrt{G M_{\text{Sun}}/a_{\text{Mars}}^3} = 191.408^\circ/\text{day} \) and spin rate \( \Omega = 350.892^\circ/\text{day} \). The above \( \psi_0 \) value differs from Yoder and Standish (1997) because of a change in the adopted \( R_0 \) and also other numerical errors. The contribution \( \psi_1 \) = +6.7 mas/year is a relativistic effect called geodetic precession (e.g. Reasenberg and King, 1979a), while \( \psi_2 = -0.2 \text{ mas/year} \) is caused by other planets (primarily Jupiter). Our best estimate for precession \( \psi = -7594 \pm 10 \text{ mas/year} \) (see next section and Table 6) is very close to the value obtained by Yoder et al. (2003), except that the uncertainty is reduced by a factor of 2.5. The inferred moment is

\[
C/MR_2^2 = 0.3644 \pm 0.0005
\]

and is smaller than in Yoder et al. (2003) because of the changes in \( R_0 \) and \( \psi_0 \). The mean moment of inertia \( I = (A + B + C)/3 \) can be related to \( J_2 \), the adopted reference radius \( R_0 = 3396 \text{ km} \) and the mean radius \( R_0 = 3389.5 \text{ km} \) as

\[
I/\text{MR}_2^2 = \left( \frac{C/\text{MR}_2^2}{M} \right) \frac{2 - J_2}{R_0^2} \approx C/\text{MR}_2^2 + 0.00009.
\]

Thus, for these particular parameters, they are almost identical.

It is also plausible that the above mean moment should be reduced still further to account for the ‘Tharsis volcanic construct’ (Sohl et al., 2005). Based on Reasenberg’s argument (1977) (also see Yoder and Standish, 1997), the non-hydrostatic contributions to both moment C and B can be estimated assuming \( AC = AB \) while \( AA = 0 \) since Tharsis lies near the equator and is nearly aligned with the x-axis in the principle axis frame of reference. Now

\[
(\Delta B - \Delta A)/MR_2^2 = 4V_{C_2}^2 + S_{C_2}^2 = 2.52 \times 10^{-4},
\]

and the above estimate for the mean moment should be reduced by 2/3 of this amount or 0.00017. We can use the same argument to derive an equivalent hydrostatic \( J_2 = 0.001831 \), and from the Clai-
of gravity, Mars orientation and other parameters, a new set of orientation parameters should be used when the gravity field is used for dynamical propagation of spacecraft orbits. The orientation parameter values for the MRO110B gravity field are given in Table 5 where uncertainties are 15 times the formal error. The changes in parameter values versus the MGS95J solution are within the uncertainties, and uncertainties in the pole, precession, and spin rate have improved by 25–50%. The surface location of the spin pole and prime meridian changes by only a few meters versus previous results (see Fig. 28).

The season solution for each spacecraft data set alone and the combined solution of all data sets are given in Table 6. The seasonal solution show better consistency as compared to previous results (Konopliv et al., 2006), and an improved uncertainty of about 30%.

Seasonal changes in solid body rotation are primarily driven by surface climate and involve an exchange of mass and/or momentum between the atmosphere and the solid body. These processes conserve total angular momentum $C_0$ such that $dC/C = \frac{1}{\rho M} dx$. Differential changes in cap mass at the north and south hemispheres result in changes polar moment. If there is a fluid core, then only the mass of the mantle moment and atmosphere participate in this exchange. Since total mass is conserved, we can relate the change of the unnormalized second harmonic $J_2$ to the change in polar moment $C$: $dC = \frac{2}{3} \frac{dJ_2}{M R^2}$. This mass redistribution involves a second harmonic load, so we have to add a load factor $1 + \frac{k_2}{\rho M}$ when estimating this mass contribution from the models. The mantle load Love number $k_2$ accounts for just mantle deformation, not fluid core deformation (see Table 3b). If we calculate the individual contributions to $J_2$, we find that the ice component dominates, while the pressure component depends on surface topography. Solar tides cause similar changes in rotation but are considerably smaller than the cap effect (Yoder and Standish, 1997). The zonal component of the surface wind velocity (east (+)–west (−) winds having constant latitude) $v_{air}(h, \theta, \phi, t)$ depend locally on height $h$ above the surface, colatitude $\theta$, and longitude $\phi$.

The Mars precession solution is predominately determined by the Mars Pathfinder (MPF) and Viking lander Doppler data. Although not as sensitive to the Mars orientation parameters as the lander data, the sheer volume of Mars orbiter tracking data has improved the Mars spin and pole orientation, mostly by extending the time span for which precession can be observed (1976–1997 to 1976–2008). Using MRO110B as the nominal gravity field, multiple precession solutions were determined under various assumptions and data sets. The best solution is given by the combination of all data sets as given in Table 6. The uncertainties are 15 times the formal error. Since the Mars Odyssey precession solution is not sensitive to atmospheric dust effects on the solar pressure model, Mars Odyssey data can be included in the solution without introducing systematic errors.

The solutions for the seasonal spin for each spacecraft data set alone and the combined solution of all data sets are given in Table 7. The seasonal spin solutions show better consistency as compared to previous results (Konopliv et al., 2006), and an improved uncertainty of about 30%.
and may vary with time. Although driven by solar heating, this global average conserves angular momentum. Thus the response of the mantle is

\[
\frac{d\omega}{dC} = - \int R^2 \sin^2 \theta d\hat{d} \Phi \rho_{\text{air}}(h, \theta, \phi, t) v_{\text{air}}(h, \theta, \phi, t).
\]

Variations in spin can be converted to changes in length-of-day (LOD) using: \(\delta\text{LOD}/\text{LOD} = -\frac{b}{C} d\omega/dC\). GCM’s (Sanchez et al., 2003) can be employed to calculate the separate contributions from ice caps, air pressure and winds to total angular momentum budget. The wind contribution from the LMD and AMES GCM are (unit is milli-second (ms) of time)

\[
\delta\text{LOD}_{\text{AMES}} = 0.0565 \sin M + 0.1093 \cos M - 0.1265 \sin 2M - 0.0732 \cos 2M,
\]

\[
\delta\text{LOD}_{\text{LMD}} = 0.0277 \sin M + 0.0762 \cos M - 0.0784 \sin 2M - 0.0772 \times \cos 2M.
\]

The wind component is about 30% of the total signature. The annual and semi-annual signatures have about the same amplitude. This is contrary to an earlier study that found that the wind component is primarily semi-annual (Van den Acher et al., 2002). Also, AMES GCM predicts zonal winds that are about 30% larger than the LMD GCM. This also holds true for the mass component and total amplitude.

Total \(\delta\text{LOD}\) deduced from AMES and LMD GCM are in good agreement with the previous studies that used earlier versions of the same GCM. The \(\delta\text{LOD}\) annual and semi-annual amplitudes of Sanchez et al. (2003) based on sum of axial atmospheric angular momentum and cap’s inertia (see Fig. 14 of Sanchez et al. (2003)) are very close to those deduced from the current AMES GCM run which simulates more closely the Viking lander pressure variations (Haberle et al., 2008). The load factor and the liquid core neglected in Sanchez et al. (2003) have a combined effect of less than few percent (Karatekin et al., 2006). Similarly the \(\delta\text{LOD}\) amplitudes reported by Defraigne et al. (2000) and Van den Acher et al., 2002 using earlier LMD GCM simulations, are in line with the present LMD GCM solutions except the large semi-annual component given by Defraigne et al. (2000).

Although we can detect seasonal \(J_2\) changes (see Fig. 24) from spacecraft, their accuracy is limited. Tracking of surface landers and orbiting spacecraft have detected changes in rotation angle (Table 7) and these can be converted to angular rate by taking the time derivative: \(d\Phi/dt = \delta\omega\). The best global solution is presumably accurate to about 5%. One year of X-band Doppler tracking of a lander (say, from MER Spirit once it cannot move) should improve the Viking plus Pathfinder solution for LOD by a factor of 10 or more. We can compare the observed rate with model calculations to see how well each match as shown in Fig. 29. The LMD model appears to be a slightly better match for the observed signal. Different assumptions for the dust content of the atmosphere changes the LOD solution by about 15% for \(0 < \ell_s < 250^\circ\) and up to 30–50% for \(\ell_s > 250^\circ\).

### Table 7

<table>
<thead>
<tr>
<th>Data set</th>
<th>(j)</th>
<th>(\phi_q)</th>
<th>(\phi_r)</th>
<th>(\phi_t)</th>
</tr>
</thead>
<tbody>
<tr>
<td>All (MRO110B)</td>
<td>1</td>
<td>435 ± 23</td>
<td>−168 ± 26</td>
<td>−176</td>
</tr>
<tr>
<td>MGS only</td>
<td>2</td>
<td>−97 ± 22</td>
<td>−119 ± 21</td>
<td>−8</td>
</tr>
<tr>
<td>Odyssey Only</td>
<td>3</td>
<td>−17 ± 18</td>
<td>−17 ± 19</td>
<td>−1</td>
</tr>
<tr>
<td>MRO only</td>
<td>4</td>
<td>−9 ± 16</td>
<td>−4 ± 16</td>
<td>−1</td>
</tr>
<tr>
<td>Odyssey only</td>
<td>1</td>
<td>454 ± 60</td>
<td>−194 ± 67</td>
<td>−176</td>
</tr>
<tr>
<td>MGS only</td>
<td>2</td>
<td>−145 ± 55</td>
<td>−170 ± 56</td>
<td>−8</td>
</tr>
<tr>
<td>Odyssey only</td>
<td>3</td>
<td>2 ± 57</td>
<td>1 ± 49</td>
<td>−1</td>
</tr>
<tr>
<td>MRO only</td>
<td>4</td>
<td>−18 ± 50</td>
<td>−2 ± 53</td>
<td>−1</td>
</tr>
<tr>
<td>MPF + Viking lander</td>
<td>1</td>
<td>486 ± 40</td>
<td>−170 ± 43</td>
<td>−176</td>
</tr>
<tr>
<td>Odyssey only</td>
<td>2</td>
<td>−134 ± 37</td>
<td>−154 ± 36</td>
<td>−8</td>
</tr>
<tr>
<td>MRO only</td>
<td>3</td>
<td>4 ± 36</td>
<td>−15 ± 36</td>
<td>−1</td>
</tr>
<tr>
<td>Odyssey only</td>
<td>4</td>
<td>4 ± 32</td>
<td>−47 ± 32</td>
<td>−1</td>
</tr>
<tr>
<td>MPF + Viking lander</td>
<td>1</td>
<td>466 ± 173</td>
<td>−191 ± 149</td>
<td>−176</td>
</tr>
<tr>
<td>Odyssey only</td>
<td>2</td>
<td>−124 ± 136</td>
<td>−3 ± 140</td>
<td>−8</td>
</tr>
<tr>
<td>MRO only</td>
<td>3</td>
<td>−128 ± 123</td>
<td>−66 ± 123</td>
<td>−1</td>
</tr>
<tr>
<td>Odyssey only</td>
<td>4</td>
<td>−36 ± 96</td>
<td>−65 ± 101</td>
<td>−1</td>
</tr>
<tr>
<td>Odyssey only</td>
<td>1</td>
<td>425 ± 66</td>
<td>−171 ± 96</td>
<td>−176</td>
</tr>
<tr>
<td>Odyssey only</td>
<td>2</td>
<td>−66 ± 61</td>
<td>−92 ± 68</td>
<td>−8</td>
</tr>
<tr>
<td>Odyssey only</td>
<td>3</td>
<td>−63 ± 68</td>
<td>25 ± 59</td>
<td>−1</td>
</tr>
<tr>
<td>Odyssey only</td>
<td>4</td>
<td>−31 ± 43</td>
<td>−25 ± 46</td>
<td>−1</td>
</tr>
</tbody>
</table>

### 9. Mars ephemeris and dynamical parameters

Range measurements to spacecraft orbiting Mars and to landers on Mars are a key component in the estimation of current planetary ephemerides. The Mars ranging data provide meter-level measurements relating the orbits of Earth and Mars. The orbits of the other planets and the Moon are primarily determined by other measurements. For the purposes of this paper, the Mars ranging data were used to estimate the orbital elements of Mars and the Earth–Moon barycenter along with other dynamical parameters affecting those elements and best determined by the Mars ranging data. These include the mass parameter of the Sun, the Earth/Moon mass ratio, and the mass parameters of a selected set of asteroids. Additional parameters were estimated to test for possible departure from the standard theory of general relativity. The orbital
Asteroid perturbations on the Mars orbit

The orbit of Mars is affected at the meter-level by several hundred asteroids (Williams, 1984, private communication, 2005; Kuchynka et al., 2009). With the increased time span of Mars ranging data, the mass parameters of more asteroids, which affect the Mars orbit, can be usefully estimated. However, the range data are not accurate and extensive enough to estimate the mass parameters for all asteroids that cause meter-level perturbations on the Mars orbit. So the estimated asteroid mass parameters and other parameters of the planetary ephemerides, and their uncertainties, depend on the selection of which asteroid GMs to estimate and the treatment of the uncertainties of the asteroid mass parameters that cannot be accurately estimated from the range data.

For this paper we used Mars ranging data to estimate the mass parameters of the 19 asteroids which cause short-term perturbations of the Earth–Mars range in excess of 5-m root-mean-square amplitude over the time span of the modern Mars spacecraft range data (1999–2010). The short-term signature was computed by comparing the orbits of the planets with the individual asteroid mass parameter at its nominal value with integration with individual asteroid mass parameters set to zero. From this difference a long-term signature was estimated by estimating a correction to the Earth and Mars orbital elements, after which the root-mean-square amplitude was computed to give the amplitude of the short-term signature. Mass parameters for two other asteroids with the largest correlations with the 19 most significant asteroids were also estimated. A different set of 34 perturbing asteroids was selected by Fienga et al. (2009a) based on overall amplitude of effect on the Mars orbit rather than the short-term signature used here. The long-term signatures are subject to higher correlations, which can cause negative or near-zero densities for some asteroids to appear in the estimated values.

The effects of the 46 asteroids with effects on the Mars orbit of more than 1 m and less than 5 m root-mean-square amplitude over 1999–2010 were included with nominal orbits and mass parameters held fixed, but with uncertainties in their mass parameters included in the uncertainties of estimated parameters through the use of consider analysis (Biernat, 1977). The uncertainties in this set of asteroid mass parameters was assumed to be 50% of the nominal value, and folded into the final uncertainty estimates. The 67 estimated and considered asteroids are the same as those estimated by Konopliv et al. (2006). Finally, the 276 next most significant asteroids, in terms of influence on the orbit of Mars, were divided into three classes and the densities of each class estimated based on nominal diameters from IRAS observations (Matson et al., 1986). Our uncertainties are larger than the formal uncertainties in which asteroid mass parameters that are not estimated are essentially treated as perfectly known (e.g. Fienga et al., 2009a; Pitjeva, 2005). We have found that the parameter uncertainties computed using this consider analysis approach
compare reasonably well to differences in estimated values under a variety of different modeling assumptions.

The estimated mass parameters and uncertainties for the 21 asteroids selected as described above are given in Table 9. For comparison, independent estimates from analysis of astrometric observations of asteroid mutual encounters from Baer et al. (2008) are also shown for 16 of the 21 asteroids. Our estimates and those from Baer et al. agree within uncertainties with the exception of 08 Flora, 14 Irene, 19 Fortuna, and 511 Davida. The densities based on our estimated mass parameters for these four asteroids, and

<table>
<thead>
<tr>
<th>Considered asteroid GMS</th>
<th>Estimated asteroid GMS</th>
<th>Estimated asteroid GMS</th>
<th>Other parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Ceres</td>
<td>5 Astraea (S)</td>
<td>98 Iapetus (C)</td>
<td>1290 Vesta1</td>
</tr>
<tr>
<td>2 Pallas</td>
<td>11 Parthenope (S)</td>
<td>105 ArMess (C)</td>
<td>1320 Vesta1</td>
</tr>
<tr>
<td>3 Juno</td>
<td>13 Egeria (C)</td>
<td>111 Aki (C)</td>
<td>1380 Vesta2</td>
</tr>
<tr>
<td>4 Vesta</td>
<td>16 Melpomene (S)</td>
<td>135 Hertha (M)</td>
<td>1430 Vesta3</td>
</tr>
<tr>
<td>5 Iris</td>
<td>20 Massalia (S)</td>
<td>139 Juva (C)</td>
<td>1500 Vesta4</td>
</tr>
<tr>
<td>6 Flora</td>
<td>21 Lutetia (M)</td>
<td>145 Adenea (C)</td>
<td>1550 Vesta5</td>
</tr>
<tr>
<td>7 Iris</td>
<td>22 Kalliope (M)</td>
<td>187 Lambert (C)</td>
<td>1600 Vesta6</td>
</tr>
<tr>
<td>8 Flora</td>
<td>24 Thermis (C)</td>
<td>192 Nausikaa (S)</td>
<td>1650 Vesta7</td>
</tr>
<tr>
<td>9 Metis</td>
<td>25 Phocea (S)</td>
<td>194 Proke (C)</td>
<td>1700 Vesta8</td>
</tr>
<tr>
<td>10 Hygiea</td>
<td>27 Euterpe (S)</td>
<td>216 Klopata (M)</td>
<td>1750 Vesta9</td>
</tr>
<tr>
<td>11 Parthenope (M)</td>
<td>28 Bellona (S)</td>
<td>230 Athamantis (S)</td>
<td>1800 Vesta10</td>
</tr>
<tr>
<td>12 Psiche</td>
<td>30 Ubsa (S)</td>
<td>337 Devosa (M)</td>
<td>1850 Vesta11</td>
</tr>
<tr>
<td>13 Fortuna</td>
<td>31 Euphoun (C)</td>
<td>344 Desidera (C)</td>
<td>1900 Vesta12</td>
</tr>
<tr>
<td>14 Irene</td>
<td>42 Iss (S)</td>
<td>354 Eleonora (C)</td>
<td>1950 Vesta13</td>
</tr>
<tr>
<td>15 Eunoea</td>
<td>45 Eugenia (C)</td>
<td>372 Palma (C)</td>
<td>2000 Vesta14</td>
</tr>
<tr>
<td>16 Psyche</td>
<td>51 Nemausa (C)</td>
<td>405 Thia (C)</td>
<td>2050 Vesta15</td>
</tr>
<tr>
<td>17 Thalia</td>
<td>60 Echo (S)</td>
<td>409 Aspa (C)</td>
<td>2100 Vesta16</td>
</tr>
<tr>
<td>18 532 Herculea</td>
<td>63 Amona (S)</td>
<td>419 Aurelia (C)</td>
<td>2150 Vesta17</td>
</tr>
<tr>
<td>19 511 Davida</td>
<td>65 Cybele (C)</td>
<td>451 Patria (C)</td>
<td>2200 Vesta18</td>
</tr>
<tr>
<td>20 1044 Interamnie</td>
<td>69 Hesperia (M)</td>
<td>488 Kreusa (C)</td>
<td>2250 Vesta19</td>
</tr>
<tr>
<td>21 1532 Bamberga</td>
<td>78 Diana (C)</td>
<td>594 Pertaga (C)</td>
<td>2300 Vesta20</td>
</tr>
<tr>
<td>22 532 Herculina</td>
<td>94 Aurora (C)</td>
<td>654 Zelinda (C)</td>
<td>2350 Vesta21</td>
</tr>
</tbody>
</table>

Table 9

Asteroid mass estimates from the Mars ranging data. The independent astrometry estimates are from Baer et al. (2008). The Vesta NEAR mass estimate uses an improved Mars ephemeris and is an update of Konopliv et al. (2002).
include any Mars spacecraft range data except from the Viking landers. With the inclusion of Mars spacecraft data since 1997, the uncertainty of the Mars orbit has been improved by more than one order of magnitude. An updated estimate for the mass parameter of Vesta, with the only change being the new Mars ephemeris, is 17.82 ± 0.2 km³/s². With a new Vesta ephemeris that includes more observations and adds Ceres and Pallas as perturbers, and the addition of 67 asteroid perturbers to the Eros orbit (same asteroids as above and in Konopliv et al., 2006), the new Vesta mass is 17.66 ± 0.2 km³/s². The largest remaining error contribution is the uncertainty in the NEAR range transponder delay calibration. The current uncertainty represents a 4-m calibration error.

11. Solar System tests of gravity

Traditionally the solar mass parameter has a fixed value in units of (AU)³/(day)² and the value of the astronomical unit estimated. Here we have used the Mars spacecraft range data to explicitly determine the mass parameter of the Sun to be

\[ GM_{\text{Sun}} = 132712440042 \pm 10 \text{ km}^3/\text{s}^2. \]

This corresponds to an AU estimate of

\[ AU = 149597870700 \pm 3 \text{ m}. \]

The value is consistent with estimates reported by Fienga et al. (2009a) and by Pitjeva (2008) using much of the same data, though the former’s uncertainty is 20 times smaller, possibly because effects of asteroids whose mass parameters were not estimated were not taken into account. The ratio of the mass of the Earth to the mass of the Moon was estimated to be

\[ M_{\text{Earth}}/M_{\text{Moon}} = 81.3005694 \pm 0.0000015. \]

This is consistent with estimates reported by Pitjeva (2008) though out uncertainty is smaller possibly because more Mars range data were included in our estimate. The estimate of Fienga et al. differs from ours by twice their uncertainty. A previous estimate with independent range data from the NEAR spacecraft in orbit about Eros (Konopliv et al., 2002, M_{Earth}/M_{Moon} = 81.300570 ± 0.0000050) is consistent with our estimate but not as accurate (≈3×larger). Using the Earth GM values derived from satellite data (Ries et al., 1992), Lunar Laser Ranging values of M_{Earth} + M_{Moon} give 81.300566 ± 0.0000200 (Konopliv et al., 1998) and the slightly improved 81.300569 ± 0.0000140 (Williams et al., 2009). The solar first zonal gravity harmonic \( J_2 \) was estimated also mainly to include its correlation with the parameter \( p \) discussed below. However the \( J_2 \) is better estimated with Venus Express range data (Fienga et al., 2009a) so we use that value and uncertainty here.

Using the Mars ranging data to estimate a rate of change of the mass parameter of the Sun, we obtain

\[ d(GM_{\text{Sun}})/dt + 1/GM_{\text{Sun}} = 0.1 \times 10^{-13}/\text{year} \pm 1.6 \times 10^{-13}/\text{year}. \]

Light emission from the Sun corresponds to a fractional rate of change of solar mass parameter of about 0.7 × 10⁻¹³/year, while the fractional rate of change due to solar wind has been estimated as 0.2 × 10⁻¹³/year (Withbroe and Noyes, 1977). Assuming mass loss due to other terms is smaller, our estimated rate of change of solar mass parameter gives an upper bound on the rate of change on the gravitational constant \( G \). A more accurate determination of rate of change of \( G \) would require modeling the known effects on rate of change of solar mass loss and their uncertainties. Our inferred rate of change of \( G \) is consistent with zero, as is an independent estimate with less accuracy from lunar laser ranging of 4 × 10⁻¹³/year ± 9 × 10⁻¹³/year (Williams et al., 2004).

To illustrate the effects of data and asteroid modeling on uncertainty in estimated parameters, we used three alternative strategies for estimating the uncertainty to the fractional rate of change of the solar mass parameter. First, simply ignoring the effect of the uncertainties in the mass parameters for the 46 next most significant asteroids, our uncertainty in the fractional rate of change of the solar mass parameter would be 3.7 × 10⁻¹⁴/year. Next, if we estimated only three asteroid mass parameters and densities for three classes for all other asteroids, our uncertainty would be 8.8 × 10⁻¹⁵/year. Note that this uncertainty is comparable with the uncertainty reported by Pitjeva (2005), which implies that the actual mass loss terms for the Sun should have been detected if not taken into account. Finally, if we estimated only three asteroid mass parameters and densities for three classes of the remaining asteroids and treated each range measurement as independent rather than sharing a common calibration for each station tracking pass our uncertainty in the fractional rate of change of the solar mass parameter would be 1.8 × 10⁻¹⁵/year. Our chosen strategy for estimating the uncertainty in the solar mass loss is thus more conservative than other strategies but gives agreement with our lack of ability to confidently see the actual solar mass loss terms.

Deviations of Solar System gravity can be explored using the parameterized post-Newtonian parameters \( \gamma_{\text{PPN}} \) and \( \beta_{\text{PPN}} \). The largest observable effect on \( \gamma_{\text{PPN}} \) is the light-time delay for radio waves passing near the Sun (Shapiro, 1964). Because radio signal delay due to solar plasma is similar, estimation of the relativistic time delay is more accurate when multiple radio frequencies can be used to calibrate the solar plasma effect. Multiple frequencies were also used on the Cassini spacecraft to estimate \( \gamma_{\text{PPN}} \) (Bertotti et al., 2003). Multiple radio frequencies from the Viking orbiter spacecraft were used to calibrate the range measurements to the Viking landers for solar conjunctions in 1976 and 1979. (Range measurements form Viking lander 1 were also acquired during a solar conjunction in 1982, however those data were calibrated for solar plasma which can no longer be assessed and so are not used here for estimation of the \( \gamma_{\text{PPN}} \).) For the first Viking Lander conjunction the relativistic delay was used to estimate \( \gamma_{\text{PPN}} \) with uncertainty 2 × 10⁻³ (Reasenberg et al., 1979b). The modern spacecraft range data have better intrinsic measurement accuracy but lack multiple frequencies to calibrate solar plasma. This restricts useful measurements to larger angular separation from the Sun than for Viking but still improves the overall estimate. Using Viking lander data from conjunctions in both 1976 and 1979, Mars Odyssey data from conjunctions in 2002, 2004, 2006, and 2008, and MRO data from conjunction in 2008 we obtain

\[ \gamma_{\text{PPN}} = 1 - 1.8 \times 10^{-4} \pm 2.6 \times 10^{-4}. \]

This uncertainty is based on our nominal treatment of the asteroid mass parameters described above. The accuracy of this determination is comparable with that determined by VLBI observations (Robertson and Carter, 1984; Robertson et al., 1991; Lebach et al., 1995; Shapiro et al., 2004; Lambert and Le Poncin-Lafitte, 2009) but not as accurate as the Cassini experiment that obtained an accuracy of 2 × 10⁻³ (Bertotti et al., 2003).

An estimate of the \( \beta_{\text{PPN}} \) can be derived from estimation of the precession of the perihelion of Mars, which is given by

\[ \Delta \phi / \text{orbit} = (2 - \beta_{\text{PPN}} + 2\gamma_{\text{PPN}}) \sigma M_{\text{Sun}} / \left(3a(1 - e^2)\right), \]

where \( a \) is the semi-major axis and \( e \) the eccentricity of the orbit of Mars. This term results in approximately 1.35°/century in the precession of the perihelion which is observable with the Mars ranging data. Using the Mars ranging data and holding \( \gamma_{\text{PPN}} \) fixed to its value in general relativity based on the Cassini result, we estimate

\[ \beta_{\text{PPN}} = 1 - 0.4 \times 10^{-4} \pm 2.4 \times 10^{-4}. \]
accuracy and resulted in consistent Love number determinations for all spacecraft.

Our best MGS $k_2$ Love number solution is $k_2 = 0.173 \pm 0.009$. After correction for solid friction, atmospheric tides, and anelastic softening, we obtain $k_2 = 0.159 \pm 0.009$. With the improved precension solution ($\psi = -7594 \pm 10$mas/year) and polar moment ($C/2MR^2 = 0.3644 \pm 0.0005$) from additional years of orbiter tracking, the core radius is constrained to $1630 \text{ km} \leq R_c \leq 1830 \text{ km}$ assuming a plausible range of internal models.

Time variations of the odd zonal gravity parameters and length-of-day solutions have been compared with predictions from two GCM models and two sets of Odyssey neutron spectrometer data detailing ice cap history. Orbiter LOD solutions data match well with GCM AMES and LMD predictions, with LMD being slightly better. The Odyssey NS data and LMD GCM model match best with observed seasonal gravity from MGS and Odyssey, while HEND and AMES GCM have about a factor of 2 larger residuals. The fit to the NS data is improved if we rescale its amplitude by a factor of 1.09 and this seems to be a plausible correction based on potential NS data error sources. We were unable to confirm inter-annual changes seen in 2 years of NS data for a complete Mars year. There is an intriguing signal in the doubly differenced $J_2$ data that cannot be explained. It is possible that atmospheric drag and AMD errors may contribute to MGS uncertainty in some subtle way that masks year to year changes.

With the increased time span of the data, Mars ranging data now allow for mass estimates of 21 asteroids, as compared to 5 asteroid mass estimates in previous results (Konopliv et al., 2006). Uncertainties in the mass estimates now account for uncertainties in other asteroid masses that are not estimated. Solutions mostly agree within uncertainties in results from independent data sets. The Mars ranging data also strongly determines the solar mass parameter ($GM_{\text{GSM}} = 132712440042 \pm 10 \text{ km}^3/\text{s}^2$) and Earth–Moon mass ratio ($M_{\text{Earth}}/M_{\text{Moon}} = 81.3005694 \pm 0.0000015$) and constrains mass loss of the Sun to be $d(GM_{\text{sun}})/dt = 1/3$ km/year. Variations of gravity models from general relativity are also constrained, although the PPN estimates are not as accurate as results from other spacecraft and LLR data.

Future MRO and Mars Odyssey spacecraft data will improve all aspects of the results discussed above, but only incrementally. Possible significant improvements in the Mars static gravity field are from lower altitude spacecraft or improved tracking accuracy such as Ka-band. Improvement of seasonal gravity detection most likely requires an onboard accelerometer together with improved tracking. Mars ranging accuracy of $\sim$10-cm maybe possible with improved DSN station calibration. Although the Dawn mission will determine the masses of Vesta and Ceres, these constraints have a minimal effect on the separability of many asteroid perturbations, but may help estimates of asteroids that are strongly correlated such as Thalia.
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